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ABSTRACT

Structural Health Monitoring (SHM) through adequate damage detection and prediction
of the remaining useful life of structures is a major area of interest in the aerospace
community, where the growing maintenance costs can reduce the operational life of flight
vehicles. The objective of a SHM system with an advanced diagnostic capability is to
gradually replace current schedule-based maintenance tasks, where components are
inspected following a pre-established number of cycles using condition-based maintenance,
or are maintained prior to attaining an insufficient remaining useful life, based on specified
confidence bounds. The research challenge is to obtain a reliable method for determining
damage existence and respective location during its initial growth state as a component of an
early warning system.

In this thesis, an SHM system based on Lamb waves is proposed. A damage detection
algorithm based on the comparison between the damaged structural state and a reference
state has been developed. The detection algorithm, based on discrete signals correlation, was
tested and improved by incorporating statistical methods and domain division techniques.
Two SHM system architectures, namely the sensor network and phased array system were
designed, implemented and tested.

A visualization method based on the superposition of solutions obtained from a test set
was implemented. Tests executed with multiple damage, representing surface and through-
the-thickness holes and cracks were performed. The proposed SHM systems using Lamb
waves were able to reliably detect holes of 1 mm holes in aluminum and 1.5 mm in

composite plates with great confidence.
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CHAPTER 1

INTRODUCTION

Presently, aircraft structures are maintained and revised on a scheduled basis. Each aircraft
manufacturer establishes, for each model, a strict inspection and revision calendar that must
be adhered to firmly. This approach leads to high operational costs. Parts are replaced just
because they exceeded their predicted lifetime, while others are inspected without revealing
any kind of damage. Related disassembling and assembling processes are also time-
consuming, and sometimes unnecessary. In this case, costly aircraft grounding occurs.
Furthermore, this approach is not fail-safe. Despite the regular inspections, aircraft structural
components can fail without notice or previous warnings. Ideally, it is desirable to install a
Structural Health Monitoring (SHM) system on the aircraft to enable damage detection and
correction in real-time. Aircraft would be grounded only when necessary, just to replace the
damage parts. Additionally, pilots could restrict and control the flight severity depending on

these real time warnings.

Some aircrafts are already equipped with equipment that monitors the structural stresses
and engine operation. Data is collected when the aircraft lands. Only after the post
processing, conclusions are drawn and it may be too late to act. The desire to operate aircraft
with a higher safety factor, lesser time in the hangar, higher performance and higher
revenues are fuelling the development of new SHM systems and approaches. Other indirect
advantage includes the possible reduction of safety factors during the components design
process, which can lead to higher payloads and lower fuel consumptions, thus making

aviation greener.

There are several approaches currently being proposed and studied, all with the same
objective in mind: to develop systems capable of monitoring, in real time, the structural
integrity. System capabilities include the detection of damage presence, shape, size, location
and growth patterns. As the predictive algorithms for damage growth are already well
established, the remaining useful life of the component can be estimated. Another important

requirement is that such systems must be reliable and avoid false warnings.
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SHM implies that structutes need sensors and/or actuators on or embedded in it.
Different transducers, signal types and algorithms are available. Thus, a number of different

solutions are possible depending on the type of actuator/sensor and monitoring principle.

The current thesis research focuses on Lamb wave-based SHM. A comprehensive study
has been carried out, including simple experiments to understand the physics of Lamb wave
propagation and its characteristics. The lead-zirconate-titanate piezoelectric (PZT) sensor

was selected and it was applied on both sensor network and phased array architectures.

1.1 Motivation

There are several types of non destructive tests (NDT) being currently used. Depending
on the structure, different techniques can be selected and each with its advantages and
limitations. The first one is the fact that NDT involves manually inspecting on site
disassembled parts of the aircraft. The current state of the art on SHM, including techniques
to monitor damage using Lamb waves, are capable of detecting damage size of around 3
mm. Furthermore, no comparison has been reported in the open literature between sensor

networks and phased arrays architectures.

The main goal of proposed thesis is to detect damage smaller that 3mm. Capturing
damage in an initial state of growth can be of paramount importance to avoid a catastrophic
in-flight event. This detection capability would surpass any current traditional NDT
technique. Sensor networks and phased arrays are studied extensively in order to better

understand their performance and limitations.

1.2 Thesis Layout

The layout of the thesis document is presented in the following way:

Chapter 1 — Introduces the subject of Structural Health Monitoring, the main motivation
and proposed contributions to field are outlined, followed by an overview of the layout of

the thesis.

Chapter 2 — Summarizes the current aircraft maintenance solutions and traditional non
destructive tests available. The various SHM approaches reported in the literature are

reported and discussed. A deeper and more detailed discussion is provided on Lamb wave
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generation and propagation and the respective algorithms and techniques, including the most

recent research documented in the open literature.

Chapter 3 — Based on the theoretical knowledge on Lamb waves propagation properties,
preliminary numerical and experimental tests are presented. The fundamental research aids
in understanding the characteristics of propagation in order to better define the necessary
equipment for generation and identification of Lamb waves, and determine the most
adequate transducer characteristics. The chapter concludes with a brief introduction to the

phased array concept.

Chapter 4 — Damage detection algorithms are explained in detail for sensor networks and

phased arrays, both for isotropic and anisotropic materials.

Chapter 5— A chronological description of the several experimental studies on sensor
network based SHM is described, including the design and development of a software tool

and the experimental setup.

Chapter 6 — The knowledge gained while studying the sensor network architecture was
extended to the phased array based SHM. Using previously developed phased array control

equipment, experiments were conducted and some important conclusions are drawn.

Chapter 7 — Finally, the last chapter summarizes the contributions of the thesis to the state
of the art in SHM and future work is proposed for further development and application of

the Lamb wave based SHM approach.
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CHAPTER 2

STRUCTURAL MAINTENANCE CONCEPTS

In order to fully understand the currently available solutions, the latest developments in
the area of Lamb wave based solutions are discussed. Available structural assessment
methodologies are explained, with particular focus on Lamb waves and its application to

damage detection and identification.

2.1 Conventional and Current Maintenance Solutions

In the 1860s, Wohler [1] identified and studied for the first time failure by fatigue in
structures. In the early years of aviation, the structures were designed based on the infinite
life concept. The idea was to create structures that operated under the fatigue stress limit.
This over conservative approach resulted in heavy structures, something which is not

desirable in the aerospace industry.

Palmer-Miner [2] research in the field of structural safety led to the safe life approach
which established a finite service life, within which there is a low probability of fatigue cracks
initiation and growth. This concept remained in use for many years. It did not, however, take
rogue flaws due to manufacturing into consideration. Other forms of damage, which could
reduce a component’s life, such as corrosion or accidental damage were also not accounted
for. Frequently, service loads did not comply with the design ones, the damage models were
inaccurate and the stress analysis was not comprehensive. These facts lead to multiple
accidents, like the ones that occurred during five Havilland COMET flights between May
1952 and January 1954. The last accident happened after the aircraft had flown but 1000

trips, while modelling and simulation tests predicted a safe life of 3060 flights.

Following these events, further studies on crack growth led to the fail safe concept [3].
Here, a structure is allowed to retain a residual strength without repair after failure or partial
failure of a primary structural element. It is based on the multiple load path construction and
establishes crack stoppers implementation. Under these conditions stress levels promote

slow crack propagation, allowing crack detection before it reaches its critical length.
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More recently, the damage tolerance approach is in effect [4]. Although essentially an
evolution of the fail safe concept, it differs in the way that quantitative crack growth
calculations are made assuming worst case scenarios. These include initial manufacturing
defects and sensitivity details for crack detection inspection procedures (e.g. a service life
until the first inspection is defined). In order to avoid catastrophic failure, an inspection

calendar is established for each individual component.

Currently, most components maintenance schedules are based on the damage tolerance
approach. Notable exceptions are engine pylons and landing gears on which the safe life
concept is employed due to the incorporation of high strength materials in these particular

aircraft components.

2.2 Non Destructive Tests

For the damage tolerance approach to be practical, several types of non destructive tests
and evaluations should be performed. Because it allows inspection without interfering with a
product's final use, NDT provides an excellent balance between quality control and cost-
effectiveness. Non Destructive Evaluation (NDE) is another term that is often used
interchangeably with NDT. More accurately, however, NDE is used to describe
measurements that are more quantitative in nature. For example, an NDE method would
not only locate a defect, it would also be used to quantify one or more of its parameters such

as size, shape, or orientation.

Current NDE methods fall into one of these categories: Visual and Optical Testing (VT);
Liquid Penetrant Testing (LPT); Magnetic Particle Testing (MT); Electromagnetic Testing
(ET) or Eddy Current Testing; Radiography (RT); Ultrasonic Testing (UT) [5,6,7,8,9,10].
The choice of the method to be used depends on factors such as the component type,
whether it is in assembled or disassembled state, material and the damage type being

searched for.

In the present investigation, the most important fact is to know what minimum size of
damage can be spotted using such methods. This way, one will be able to assess if the SHM
system being developed is adequate. Fig. 2.1 shows the Probability of Detection (PoD) using

four different methods.
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Fig. 2.1: Probability of detection for different NDT techniques [11]

As one can see, defect lengths as small as 3 mm are easily detected. Below that value, the
PoD drops abruptly. An SHM system must be able to monitor and find damage lengths

inferior to 3 mm with high PoD.

Despite the level of maturity and the significant role played in today’s engineering by the
techniques described above, they do not guarantee total safety. As mentioned before, these
tests are carried out on a schedule basis and provide limited information. As an example, in
2005, an Airbus A310 lost its vertical stabilizer five days after a routine maintenance check
[12]. With this in mind, a desirable quality in an SHM system is to be able to monitor

structural integrity in a continuous/real time manner.

Financially speaking, an SHM implementation must be cost effective when compared to
traditional testing. It has been proved that application of SHM systems may help in reducing

a fleet’s overall maintenance costs, at least 30% [13].

2.3 Structural Health Monitoring
The desired SHM involves assessing structural integrity through different damage
diagnosis stages: detection, location and severity. Ideally, damage prognosis follows, which

should give an insight into the remaining useful life of a component [14].

There are several different theoretical fundaments under development that are related to

SHM. They vary from low to high frequency methods and acoustic emission.

Low frequency methods look for changes in mass and/or rigidity which manifest

themselves in terms of global dynamic property variation (e.g. frequency response) [15].
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However, detectable changes only occur for damages affecting, at least, 10% of the
monitored area [16]. Despite its insufficient capability for small damage detection, they can

easily be applied to complex structures (e.g. severe joint failure).

Considering damage as a localized property variation, more area focused methods were
studied. As an example, methods based on the measurement of electrical impedance were
developed [17]. Still, lack of detection sensibility exists when flaws are not in the sensors
vicinity. Acoustic emission has also been used for damage triangulation and relative growth
monitoring [18]. This method is based on the fact that cracks emit acoustic waves when
propagating. Its major drawback is the low amplitude of such waves, which results in a poor

signal to noise ratio.

Finally, wave based methods have also been used. Waves transmitted through the material
interact with damage thus generating reflection waves. The fact that they can be generated
upon request attenuates the degradation imposed by environmental noise [19]. Despite the
fact that there are several wave types [20] (e.g. Longitudinal, Shear, Rayleigh, Stonely, Creep,

Shear horizontal and Love), only Lamb waves will be explored in this work.

Table 2.1 summarizes all available approaches, related mechanism, merits and applications

and demerits and limitations.
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Table 2.1: SHM approaches [20]

APPROACH

MECHANISM

MERITS AND

APPLICATIONS

DEMERITS AND

LIMITATIONS

Modal-data-based
(eigen-frequency, mode
shape and curvature,

Based on the fact that
presence  of  structural
damage reduces structural

Simple and low cost;
particularly effective for
detecting large damage in

Insensitive to small
damage or damage growth;
difficult to excite high

strain energy, flexibility, | stiffness,  shifts eigen | large infrastructure or | frequencies; need for a
sensitivity, damping | frequencies, and changes | rotating machinery large number of
propetties, etc.) frequency response measurement points;
function and mode shapes. hypersensitive to boundary
and environmental

changes.

Electro
mechanical/impedance
based

Based on the fact that the
composition of a system
contributes a  certain
amount to its  total
electricalmechanical
impedance of the system,
and presence of damage
modifies the impedance in
a high frequency range,
normally higher than 30
kHz.

Low cost and simple for
implementation;
particularly effective for
detecting defects in planar
structures.

Unable to detect damage
distant from sensors; not
highly accurate; accurate
for large damage only.

Static-parameter-based
(displacement, strain, etc.)

Based on the observation
that presence of damage
causes changes in
displacement and strain
distribution in comparison
with benchmark.

Locally sensitive to
defects; simple and cost-
effective.

Relatively insensitive to
undersized damage or the
evolution of deterioration.

Acoustic emission

Based on the fact that rapid
release of strain energy
generates transient waves,
whereby  presence  or
growth of damage can be
evaluated by capturing
damage-emitted  acoustic
waves.

Able to triangulate damage

in different modalities
including matrix crack,
fibre fracture,

delamination, microscopic
deformation, welding flaw
and corrosion; able to
predict damage growth;
surface mountable and
good coverage.

Prone to contamination by

environmental noise;
complex signal; for
locating damage only;
passive  method;  high

damping ratio of the wave,
and therefore suitable for
small structures only.

Elastic-wave-based
(Lamb  wave networks,
phased arrays, etc.)

Based on the fact that
structural damage causes

unique wave scattering
phenomena and mode
conversion, whereby

quantitative evaluation of
damage can be achieved by
scrutinising  the  wave
signals scattered by
damage.

Cost-effective, fast and
repeatable; able to inspect
a large structure in a short
time; sensitive to small
damage; no need for
motion of transducers; low
energy consumption; able
to detect both surface and
internal damage.

Need for sophisticated
signal processing due to

complex appearance of
wave signals, multiple
wave modes available

simultaneously; difficult to
simulate wave propagation
in complex structures;
strong dependence on prior
models or  benchmark
signals.
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2.4 Lamb Wave Approach

2.4.1 Background

The original studies on waves, by Lord Rayleigh, date back to 1889 [21]. In 1917, Horace
Lamb published his classic analysis and description of acoustic waves, which included Lamb
waves [22]. These waves can exist in thin plate-like structures with parallel free boundaries.
By 1945, Osborne and Hart noticed that such waves were also present in underwater
explosions [23]. In 1950, Mindlin completed a theoretical approach to these types of waves
[24]. At the time, all the progress was solely motivated by its medical applications. In 1961,
Worlon thought about using Lamb waves for damage detection and hence the basis for a
new NDE technique emerged [25]. By 1962, Frederikhad conducted the first experimental
study [20].

Given the increased capabilities of nowadays computer systems, signal generation and data
acquisition equipment and transducers, deeper and more complex studies in SHM have
become possible. The path is then open to realistic Lamb wave applications, in which

mitigation of some of today’s problems related to structural integrity is sought.

Damage detection by high frequency waves is achieved through the emission of Lamb
waves and the gathering of the respective structural responses. It is basically a pulse-echo or
pitch-catch scanning method that is mainly applied to beams and plates. Many aerospace
systems can be idealized using these basic structural components. As such, they present
themselves as good test specimens. The prospective damage types that are prone to this kind

of inspection have been summarised by Rose [27].

The capabilities for this class of methods include: inspection of large structures while
retaining coating and insulation (e.g. a pipe system under water) and entire cross sectional
area of a structure (100% coverage over a fairly long length); no need for complex and costly
insertion/rotation devices and for device motion during inspection; exceptional sensitivity to
multiple defects with high identification accuracy; small energy consumption and cost-
effectiveness [27]. The potential of Lamb wave based SHM methodologies to monitor large

metallic aircraft surfaces has been investigated by Dalton, Cawley and Lowe [28].

www.manaraa.com



10
2.42 Lamb Wave Theory

Lamb waves are elastic waves that propagate in a direction parallel to the mid surface of
thin plate-like structures with free boundaries. Plates constitute the best specimens for the
study of Lamb waves, although these can also propagate in low curvature shells. The main
characteristic of interest of such waves is their low amplitude loss during the travel through
the structure. They are nonetheless particularly susceptible to interference caused by damage

ot boundaries.

When Lamb waves are transmitted particles move in one of two possible ways. One is
symmetric with respect to the mid plane of the plate and occurs in the so called symmetric
modes. Conversely, the other type of movement is anti-symmetric. For each of these two
types, several modes may exist so they can be used to assess structural integrity with respect
to both internal and surface damages. Each mode has different phase and group velocities,

along with unique particle displacement distribution and stress.

The stationary patterns of the first anti-symmetric (A-Wave) and symmetric (S-Wave)

modes can be seen on Fig. 2.2. A- or S-Waves modes are defined according to the number

of inflection points across the material thickness. In this case, they are designated by A4, and

S waves, # being the wave number.
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Fig. 2.2: Symmetric wave (S,) and anti-symmetric wave (4, ) [29]

Observing the two types of waves on Fig. 2.3 it can seen that the S-Wave type essentially
produces compression and traction on the upper and lower surfaces, while the mid surface
remains unaffected. The A-Wave type produces movement in the normal direction with

respect to the propagation direction. The movements of the upper, mid and lower surfaces

are in phase.
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Asymmetric Symmetric
Fig. 2.3: Lamb wave movement [29]

2.4.3 Mathematical Modelling
Consider a thin plate of 2/ thickness, as seen in Fig. 2.4.

.-/A M

Fig. 2.4: Plate element [20]
Waves can be described by the following equation, in Cartesian tensor form [30]:
pu A+ u)u,  +p f=pii, with 5,;=1,23 @2.1)

u;and f; are the displacement and body forces for the direction X;. p is the density, v the

Poisson’s ratio and p the shear modulus of the plate. A is the Lamé constant, which is

defined by:

_2uv
1-2v

y) 2.2)
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Following Helmholtz decomposition [30], equation (2.1) can be separated into longitudinal

and transverse governing modes, respectively [20].

2 2 2
e @3
ox; ox; C, ot

v oy 1 oy
2t T T A
ox;, ox; Cg ot

2.4)

Being C,and Cy the longitudinal and transverse wave propagation velocities, respectively.

The solutions for equations (2.3) and (2.4) have the form [20]:

$= [Al sin(px3) +4, cos(px3)] gtk (2.5)
Y= [Bl Sin(qx3)+ B, cos(qx3)] gt (2:6)
Where,
a)Z
p= o k? @.7)
s
e e
Cs
=27 2.9)
A

A and B constants can be determined by the boundary conditions. &/, ® and A, . ate

wavenumber, circular frequency and wavelength, respectively.

The displacements in the wave propagation direction and its normal, for the plane strain

case, are defined as [20]:

u, = 99 _oy (2.10)
ox, Oxy

u, =0 @2.11)

_o v (2.12)
oo, o
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Stress tensor components o, and o;,are given by [20]:

(5% 6u1) 2.13)
Oy =H — T
ox, Ox,
(2.14)
o= O, 0
ox, Ox, ox,

The applicable boundary conditions are [20]:

u(x,t)= uo(x,t) (2.15)
t=oyn; (2.106)
d (2.17)

0,, =05, =0 for x; :izzih
From the above, the general Lamb wave equation can be derived [20]:

tan(qh) _ ak*qpu (2.18)
tan(ph) (A% + Ap* +2up2)k* - ¢*)

Considering that the tangent function can be defined with the sine and cosine functions, it
possesses both symmetric and anti-symmetric characteristics. As a result, equation (2.18) can

be separated into the two main mode equations [20]:

i 2.19
tan(qh) __ 4k“qp for the symmetric mode =
tan(ph) (k> —¢*f

tan(gh) (€ -¢°) e

for the anti-symmetric mode

tan(ph) B 4k2qp

For most practical cases, these equations can only be solved numerically.

2.4.4 Dispersion Curves

The Lamb wave phase velocity, C;, depends on both frequency and component thickness.
Since the wave velocity varies with frequency, the propagation of LLamb waves is essentially
dispersive. For a given frequency multiple modes may exist and so the generated wave will
be a complex mixture of different modes, therefore hard to analyse. The analytical dispersion

curves give an idea of the various existing modes and their velocities for each frequency of
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excitation. Therefore, it becomes necessary to plot the dispersion curves in order to gain an

insight on the dispersive behaviour.

Viktorov [29] developed the following alternative way to solve the abovementioned
equations (2.19) and (2.20).
Firstly, it is necessary to calculate the transverse and longitudinal velocities, Cgand C,
[71]:
E (2.21)
2p(1+0)

c - \/ LE .\ E (2.22)
" p(l + 1))(1 - 20) p(l + U)

The constants &, ¢ and d are defined as:

Cs=

c 2.23

. C_s (2.23)

C (2.24)
F==5
CL

7_ cﬂ . (2.25)

Where o is the frequency and h is plate’s half thickness.
The dispersion curves may then be calculated through solving the Rayleigh-Lamb

frequency equations [71]. For the symmetrical mode the equation is:

(2.26)

wnl1-¢7d) L JE o
—4 21N T
tanl\2* ~¢* d e @ c2-1f
For the anti-symmetrical mode it becomes:
tan( 1-¢? J) ) (2 7 -1f (2.27)
tanl £ -2 d) 4 & 1-¢ e -

Both equations admit several roots, corresponding to several anti-symmetrical and

symmetrical Lamb wave modes, called S, 4,, S,, 4,, etc.
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Fig. 2.5 shows the solutions attained for both modes, in terms of 32(: f.d) and

27
(e [_ L]
C,\ cS)

a a

25

0 1000 2000 3000 4000 5000 6000 0 1000 2000 3000 4000 5000 s000

fd (Hzm) fd {(Hzm)

Fig. 2.5: Dispersion curves for several modes [29]

Most SHM Lamb wave based applications have focused on the first symmetric and anti-
symmetric modes. An example analysed by Giurgiutiu [29] is given for an aluminum plate

with a thickness (24) of 16 mm. Numerically solving the equations for C,and f, the
evolution of their roots can be plotted, as shown in Fig. 2.6. It can be seen how at low

frequencies ( f <500 KHz), the symmetrical Lamb wave velocity approaches the transverse
wave velocity, C. In contrast, at high frequencies ( f >2500 KHz), the dispersion curves

for the S;and A,modes coalesce.

6.000 '1
Lamb wave S0 made

5.000 - (2d =1.6 mm}
Z 4000
=
8 a0
o
o

=1

EQ.UDO Lamb wave Al moda (2d = 1.8mm)

1.000

0.000 T - T T - - )

0 500 1000 1500 2000 2500 3000 3500

Froganay (kHz)

Fig. 2.6: Lamb Waves velocities [29]
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It is important to note that Lamb waves travel in packs. In order to characterize the

velocity of these packs, a group velocity may be defined, C, .

dc, T' (2.28)
Q=@%}%ﬂ) }

d(fd)

To simplify the C, calculation, the following approximation can be established:

dC, AC, (2.29)
df Af

Fig. 2.7 can be obtained from the solution for C, as a function of f'.
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Fig. 2.7: Lamb wave group velocities [29]

In practical terms, these are the velocities that can be measured and used for SHM
purposes. Additionally, the frequency regions where velocities present a less dispersive

behaviour are the ones to be used. These regions are usually called non-dispersion regions.

2.4.5 State of the Art

Research is being carried out in several fields related to this SHM approach, namely:

e Numerical Modelling, which includes wave modelling, damage modelling and
simulated damage detection and sizing;

e Factors which affect wave propagation such as structural reinforcements,
temperature and damage orientation and size;

[}

Generation and acquisition capabilities, involving development of transducers;

e Mode selection and actuation wave shape;
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¢ Implementation techniques through transducer networks and arrays;
e Signal processing in the time or frequency domains, or both;

e Damage detection algorithms.

Since most works do not address one of these aspects in particular, the state of the art

regarding each of those is presented below.

Concerning numerical modelling, ILee and Staszewski [31,32] reviewed modeling
techniques for Lamb wave based damage identification. Conventional Finite Element
Modeling (FEM) and spectral element methods [33] have seen widespread use. Commercial
software, such as ANSYS® and PATRAN® are being used nowadays to carry out wave
modeling. The FEM approach is truly advantageous for the determination of propagation
characteristics in various different media due to its cost-effectiveness. The latest studies
range from single mode wave propagation simulation to damage characterization. Galan [34]
managed to simulate wave scattering in laminated plates using boundary elements solution.
Using spectral finite elements, Ostachowicz [35] presented a robust method capable of

detecting damages of small sizes under considerable measurement error.

The amplitude of Lamb waves may suffer changes due to various reasons, even when
damage is not present. External conditions such as temperature or humidity are some of
them. When it comes to damage detection, this represents a challenge that needs to be
addressed. Studies undertaken by Blaise [36,37] indicate that temperature fluctuations can
lead to significant changes in Lamb wave amplitude and propagation velocity (up to 50%,for
values inside the normal structures operational temperature range). Konstantinidis [38]
successfully detected 22 mm damages on a plate and concluded that, in the long term, and
due to temperature changes, detection capability decreases. There, an optimal baseline

subtraction method is presented as a means to overcome the effects of temperature.

A certain level of immunity to outside stimuli is a desirable trait in an SHM system
designed for onboard operation in various weather conditions. However, a similar system
designed for ground tests need not be as robust. In other studies it is mentioned that
relatively small changes in temperature (£40°C) should not have a large impact on the

outcome of damage detection. Nguyen [39] conducted numerical and experimental trials in
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order to determine the influence of temperature changes (ranging from -20°C to 50°C) and

concluded that no significant changes occurred.

Despite the fact that a significant number of aerospace structures can be modeled as plates
or low curvature shells, most of them present discontinuities (e.g. stiffeners and rivets).
Therefore, another area of study delves on whether or not waves are able to go trough such
items since wave amplitude attenuation may occur in such cases. As an example, Zhao [40]

conducted several experiments on an aluminum aircraft panel using the S, mode. The

experiments were conducted while employing an eight sensor network across a 0.1m x 0.1m
area in between stringers and damages of 3 mm were successfully detected. However, for
larger areas, the attenuation introduced by the presence of stringers (through energy
dissipation and wave scattering) resulted in a vastly reduced capability to perform damage
detection. In order to study this effect, a different riveted panel was used and a PZT array
was installed to generate Lamb waves. Fig. 2.8 shows a schematic of the panel with the PZT
array, along with the results obtained for active Case 1 transducers and sensing Case 2

transducetrs.

100mm
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Fig. 2.8: S, mode amplitude attenuation [40]

Monnier [41] tested a composite panel with multiple stringers and concluded that the S,

mode was able to propagate despite all constraints. It was observed that the major amplitude

loss occurred as the first stringer was reached, with no significant attenuation at the
remaining stringers. Fig. 2.9 presents the composite panel tested and the S,energy

attenuation evolution.
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Fig. 2.9: §, mode wave energy attenuation [41]

The damage length and orientation with respect to the activated wave, and the relative
distance to a certain sensor, play a significant role in damage detection. This particular issue
is valid for cracks, which are common structural defects in aerospace components. Lu [42]
ran numerical and experimental tests to determine the influence of crack orientation on
reflected waves. Several sensors were placed around 20 mm and 40 mm cracks and from the
test results it was verified that as the incident angle decreases, reflection also decreases but
transmission increases. Additionally, it was found that whenever crack length increases, the

amplitude of the reflected wave follows suit, while the transmitted energy decreases. Jin [43]
used the 4, wave to inspect plates with crack lengths of 56 mm by applying Interdigital

Transducers (IDT). It was found that for this case, only a very specific IDT positioning
allowed correct assessment of crack location, size and shape. Fig. 2.10 shows the scan

scheme used.
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Fig. 2.10: IDT damage scan example [43]

Several functional materials have been studied, developed and applied to Lamb wave
emission and acquisition. The most widely used transducers are PZT. Piezoelectricity is the

capability to mechanically deform when subjected to an electric charge and vice-versa. In this
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way PZT can double as sensors and actuators. PZT are usually characterized by their strain

constants, d,, where 7 stands for the polatization direction and ; the mechanical direction

ij b
movement. The larger they are, the larger their mechanical deformation will be for a given

charge in the corresponding direction. For surface mounted PZT discs, d; is the most

important strain constant. It relates the mechanical deformation on any direction in the

plane of the PZT disc when it is polarized along its normal axis [44].

Other solutions involve the use of ultrasonic probes, such as Electro-Magnetic Acoustic
Transducers (EMAT). Nevertheless, those cannot be embedded into the structure.

Therefore, they do not comply with the desired property of automation in an SHM system.

An emerging field of study in SHM is concerned with reliability. This involves the
assessing the durability of actuators [45], their response under extreme conditions such as

high temperature, large strains or cryogenic environments [46].

Some of the main advantages of PZT are the fact that they present a wide actuation
frequency band, low weight and power requirements. They can also be manufactured in
almost every shape or size. The fact that PZT double as actuators and sensors opened the
path for their systematic application in SHM [29,47,48]. Size, shape and location must be
selected in order to achieve the desired results [49,50]. In [51], numerical simulations and
experiments regarding the use of PZT have been conducted in. Giurgiutiu [52] studied the
relationship between PZT transducer size and actuation capacity. It was proved that,
depending on the size of transducers, there are particular actuation frequencies that

maximize actuation amplitude.

Fig. 2.11: PZT transducer [52]

IDT are also being used. They are composed of Polyvinylidene Fluoride (PVDE)

piezoelectric films. The space between each film determines the best actuation frequency,
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similarly to what happens with PZT. This type of IDT is more flexible and durable than

common PZT. However, they perform the best at high frequencies, ranging from 0.5 to 4
MHz, which precludes the usage of lower frequency modes. Additionally, they present a
preferred sensing orientation and unidirectional wave activation. Recent developments have
led to the manufacturing of IDT which can be moved and rotated [43]. Quek [53]

established a performance comparison between PZT and IDT transducers for damage
location, concluding that both were able to detect cracks of 3 mm length using the 4,

mode. In this instance, IDT proved to be more sensitive to weld notches due to the fact that

they can generate directional waves. Fig. 2.12 shows an IDT produced by KTech® [54].

Fig. 2.12: PVDF IDT transducer [54]

Other promising transducers are based on fibre-optics. Due to their nature they may only
be employed as sensors; they are sensible to pressure, strain, temperature, electrical field and
magnetic field [55]. Until recently, the majority of applications were related with the
acquisition of quasi-static measurements. Applications involving dynamic strain readings,
vital for Lamb wave based SHM, are presently under development with the introduction of
tibre Bragg Grating (FBG) transducers. They are light, thin and, above all, can be embedded
into the structure, e.g. during the manufacturing process of composite materials. Still, the
fact that environmental conditions influence readings and their dependence on the sensing
direction are the main shortcomings of this type of transducer. Nonetheless, in recent
developments, some of these limitations were overcome with relative success. Betz [50]
undertook damage location experiments with FBG by using rosettes, in order to more
accurately determine the wave propagation direction. Damages of 12 mm (hole type) were
thereby successfully detected. Fig. 2.13 shows the system used, along with a generic FBG

placement and a FBG rosette placement scheme.
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Fig. 2.13: FBG system for Lamb wave based SHM [56]
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Not focusing on LLamb wave based systems, Amano [57] tested the implementation of an
FBG grid embedded on an Advanced Grid Structure (AGS). By measuring strain changes,

upon an impact test, damaged components were successfully detected. Fig. 2.14 shows the

FBG system implemented.
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Fig. 2.14: FBG system for strain measurement [57]

Further developments regarding novel transducer technologies include magnetostrictive

sensors [58] and IDT based sensors shaped as micro-electro-mechanical systems (MEMS)
[59,60].

The actuation of transducers is translated into the excitation of several Lamb wave modes

that may coexist. Numerous studies were dedicated to the selection of the most adequate
modes to be used. The 4, and S, modes are favoured due to the fact that not only are their
propagation velocities quite distinct but also their excitation frequencies fall within the non
dispersion region. While S, has a higher propagation velocity and is ideal for detecting
internal defects, such as delaminations [61,62], 4, is more sensitive to surface damages.

Both modes are sensitive to any kind of damage, however. Furthermore, Rose [63]

determined that the S, mode is better suited for surface damage detection.
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By studying different configurations for sensor positioning, Su [64] concluded that mode

separation can be achieved. As a result, it is possible to enhance a desired mode.

Other studies are centered on the most adequate waveform design to be activated. It has
been determined that a narrow bandwidth signal, with a finite number of peaks, helps in
avoiding wave dispersion. In this way, actuation frequency can be made more precise.
Wilcox [65] executed a thorough study on this matter. Essentially, a balance between the
wave packet duration and the stimulated frequency precision must be established. In

addition, the transducer capability has to be compatible with the desired output.

Two main transducers positioning strategies are presently being implemented: networks
and arrays. Irrespective of the positioning strategy, optimum solutions point to a minimum
amount of sensors with sufficient sensitivity. The variables accounted for range from sensor
type, location, stagger and search area coverage. For the specific case of networks, at least

three sensors are necessary to perform triangulation.

There are some studies dedicated to network optimization, such as the one by Chakrabarty
[66] where the main objective was to minimize a cost function which weighted both
coverage area and financial cost. Staszewski [67] conducted optimization on a network,
secking the best positioning and number of sensors for a direct wave analysis damage
assessment. Other authors based their selection of performance measurements on mode
shapes [68] and eigenvalues [69] of the structure. Through numerical simulation of wave
propagation on an aluminum structure, Lee [70] determined that when secking for damage
by analysing the transmitted wave, sensors should be placed in its vicinity. This constitutes a
problem, since damage location is, by definition, unknown. In case the focus is on the

reflected wave, sensors are best positioned near the borders of the component.

The second main strategy is based on transducer arrays. This option consists of placing a
certain number of transducers which may be aligned in various manners (linear, round, cross,
diamond, etc.), depending on the application. Through sequential activation, using a
predetermined time delay, a wave front is emitted in a predefined direction. The main
advantage of such an approach is the enhancement of the amplitude of the activated wave.
By steering the wave front, the test specimen can be scanned for damage, resembling the
behaviour of radar. Bao [71] investigated this particular type of arrangement. Using a linear

array, by means of simulation and experimental work, the detection of 19 mm cracks was
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made possible. Fig. 2.15 shows the generated wave travelled distance for each sensor, which
will produce a wave front. Fig. 2.16 shows an example of the beam forming and damage

scan visualization.
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Fig. 2.15: Phased array beam principle [71]
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Fig. 2.16: Phased array beam forming and resulting damage scan image [71]

Salas [72] developed a new concept of PZT transducer fabrication meant to produce
results similar to a phased array. In this case, a transducer unit is composed of eight parts,
cach of which is responsible for actuation/sensing in a predetermined azimuth range.
Analytical and experimental damage detection tests were successfully performed. The main
advantages of this type of PZT are its flexibility and conformability to curved shapes, the
capability of excitation of multiple modes and independent sensor/actuator role. Fig. 2.17

shows in detail the CLoVER transducer and its composition.
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Fig. 2.17: CLoVER transducer [72]

There are a various ways of analysing the signal extracted from the sensors. The raw signal
is necessarily acquired in the time domain. Straightforward information can be retrieved
from data-series: wave modes, propagation velocities and boundary reflections. Striving for
increased signal usability leads to the usage of one of the numerous processing methods
available (e.g. root-mean-square (RMS), energy density by Hilbert transform). Further
processing is necessary when comparing a baseline signal with a damaged one. Michaels [73]
used both normalization and data shifting to synchronize both responses during a four
network damage detection experiment on an aluminum plate. Using this approach and with

sensors placed near the damages, 6.4 mm holes were successfully detected.

Time reversal can also be used for damage location. This process implies re-emitting the
reversed response acquired by a sensor (which then performs as an actuator). Assuming that
there is no damage present, the initial transducer should receive a signal very similar to the
one initially sent. In so being, baseline and damage comparison is unnecessary. Sohn [74]
successfully applied this method for the detection of delamination on a composite panel. On
the delaminated plate, the received signal did not match the original one created by the first
actuator. This approach also focuses its search on the direct paths established between
sensor and actuator pairs. Given this limitation, only relatively high density network grids or
1D specimen can profit from this form of processing. Still, very small damages can be
detected. With this methodology, Prada [75] was able to detect damages of 0.4 mm on a 250
mm diameter isotropic billet, and Xu [76] time reversal approach concluded that single mode

tuning is the best way to enable. Fig. 2.18 illustrates how time reversal works.
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Fig. 2.18: Time reversal example [74]

In a frequency domain analysis, the main purpose is mode identification. Post-processing
options include Fourier Transform (FT), and either one or two dimensional Fast Fourier
Transform (FFT). The latter is particularly effective in identifying the different modes.
Experimental results were obtained by Gomez-Ullate [77] using 2D-FFT on data collected
using a vibrometer. Gao [78] carried out a similar experiment using laser scanning of a
copper plate which allows generated modes to be detected (Fig. 2.19 summarizes the results).

The mechanical properties of the plate were also calculated based on the modes identified.
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Fig. 2.19: Lamb wave modes detection using laser scanning [78]

Joint time frequency domain analysis can be achieved by a short-time Fourier Transform,
Wigner-Ville Distribution (WVD) and Wavelet Transform (WT). These methods encompass
both time and frequency variation along the time response. Paget [79] conducted an
experimental impact test on a composite panel where WT was used to decompose the time-
series data received from the transducers. Three levels of impact energy were applied to a

specimen and this was reflected in the WT coefficients.
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In order to assess damage severity, damage indices are used. These may only be used to
assess the structural health state, based on the comparison of certain features. Most of the
methods based on damage indices account for the fact that as time lag between direct wave
arrival to sensor and damage wave detection increases, there is also a positive change in
attenuation. For the time domain a damage index can be calculated based on signal
magnitude [80], whereas in the frequency domain and combined domains, RMS magnitude

[41,81,82], among others, have been used.

Following signal acquisition and respective post-processing, qualitative and/or quantitative
characteristic features related to damage presence can be extracted. Different algorithms for
damage location can be applied depending on the strategy chosen: networks or arrays. Under
the topic of PZT networks there are two available approaches. The first one, “Pitch and
Catch” is based on the detection of the scattered wave caused by damage presence directly
between actuator and sensor pair. For an estimate of the damage location, damage index
integration is frequently used. The simplest approach implies creating a sufficiently dense
grid, established by the numerous direct paths between every actuator/sensor pair available.
Thn [83] successfully tested this principle on an Airbus aircraft panel using two strips of
cighteen PZT each, as seen on Fig. 2.20, and computed damage indices based on
measurements of wave energy. Cracks starting at 4 mm were detected and it was concluded
that damage length was linearly proportional to damage index calculated. Time reversal can
also be used. The intersection of at least two concurrent paths, established by different pairs
of actuators, whose time reversal test failed, indicates the damage location. The relationship

between the reversibility evaluations can be used to estimate damage size.
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Fig. 2.20: “Pitch and catch” test example [83]
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The Pulse-Echo technique relies on the fact that the active wave echo produced by the
damage can be retrieved by the sensors. This approach requires a smaller number of
transducers in comparison with the “Pitch and Catch” technique. Notwithstanding, it has its
own shortcomings, which are related with the possibility of information loss due to the long
distances travelled by the active wave. Raghavan [84] carried out tests for damage location
this technique, successfully locating holes as small as 5 mm in diameter (Fig. 2.21). During
this study temperature influence was also taken into consideration and it was found that
both PZT performance and bonding material can be affected. This study also puts forward
the idea that an offset variation occurs for the sensed time domain response when the
ambient temperature lies in 20°C-80°C range. However, for higher temperatures (80°C-
130°C), activated wave peak amplitude is significantly decreased. Also, the variations for
Young modulus and phase velocity are shown on Fig. 2.22.
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Fig. 2.21: Network experiment setup [84]
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Fig. 2.22: Young modulus and phase velocity progress under temperature variation [84]

www.manharaa.com




29
For both “Pitch-Catch” and Pulse-Echo techniques, the Time of Flight (ToF) parameter is

frequently used. ToF is defined as the difference between the time at which the damage
interaction occurred and the time at which the active wave was generated. Knowing the
propagation velocity of the activated mode and the ToF, allows the determination of the
region where damage is located. For the particular case of Pulse-Echo, using at least three

sensors enables the use of triangulation methods.

Another available method is the migration technique. It is based on a geophysical method
that has been in use for the last fifty years to detect seismic epicentres and does not require a
baseline. Some investigators are exploring the viability of the application of such a method.
Wang [85] studied its implementation to a quasi-isotropic composite panel with two distinct
delaminations. There are three basic steps necessary: first, the active wave propagation is
calculated step by step; second, the sensed response is time reversed and its corresponding
propagation is also calculated step by step; finally, for each step, the resulting wave fields are
superimposed. Fig. 2.23 exemplifies the visualization of results obtained with this technique.
In this particular case, two 0.1 m x 0.1 m delaminations were identified. If damage is present,
it will be sensed as a wave generator. This is based on Huygens’ Principle which states that

damage behaves as a source.
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Fig. 2.23: Migration technique [85]
For phased array the Pulse-Echo technique is commonly used. Thus, every approach

previously mentioned for PZT networks can also be applied in this case. The main

difference is that damage location azimuth is pre-determined by the steering factor. Thus, if
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the ToF of the echo is determined for a certain azimuth and the propagation velocity is

known, the damage location can be pinpointed.

Linear arrays, when placed in the middle of a panel, mirror the damage. To mitigate this
issue, different shapes for phased arrays have been studied. Malinowski [86] investigated a
star-shaped array using spectral elements, with promising results. The simulated transducers
positioning and damage detection can be seen on Fig. 2.24. Using this new configuration the

mirroring issue is avoided as selected regions are scanned independently.
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Fig. 2.24: Star shaped array [80]

Analytical and experimental work using PZT for damage location in thin walled structures
was presented by Yu [87], and it verses on both isotropic and composite materials. Fig. 2.25
shows some of the experimental setups. Results show that available techniques (networks
and phased arrays) using different approaches (Pulse-Echo, “Pitch-Catch” and time-reversal)
are suitable for damage detection. The influence of operational and environmental variations
is also addressed and it is remarked that bonding materials reliability should be improved.

Finally, the advantages of having transducers equipped with wireless processing units are

also noted.
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All these different approaches are becoming mature enough to be flight tested. As an
example, experiments using several different methodologies were carried out in flight tests
using a UK Hawk MK-1A, showing promising results even under harsh flight conditions
[88]. Experiments were set on a pod, which was mounted under the left wing. Its schematics

can be seen on Fig. 2.26.
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Fig. 2.26: AHMOSII pod [88]

The present literature review shows how extensive the Lamb wave research scope can be.
At the moment, the major research focus is on damage location using both networks and
phased arrays. Regarding networks, most studies are based on the “Pitch-Catch” strategy,
which implies a dense network. Pulse-Echo networks, on the other hand, require a reduced
number of sensors but are only effective provided that these are placed in close proximity to

the damaged areas (Fig. 2.25 — Left).

Commonly, tests are carried out under favourable conditions. For example, in Fig. 2.25 it
can be seen how clay is used to damp boundary reflections, whereas in Fig. 2.21, close range

sensors and four simple supports are used. These particular conditions are perfectly valid. In
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order to increase the knowledge of Lamb wave characteristics, some particular conditions
may apply.

The predominant choice of mode in phased arrays is the A-Wave. This is due to the fact
that the propagation velocity of symmetric waves is significantly higher, which would require

more advanced (and expensive) data acquisition equipment.

In the reviewed literature, no claims are made regarding the detection of damages smaller

than 3 mm (for plates).

The main goal of the present work is to attain a better resolution and more precise damage
location capability, under no particular boundary conditions. Simultaneously, a minimum
number of sensors and a maximization of area coverage are sought. Additionally, and in

contrast with previous work, S-Wave based damage location is tested for phased arrays.
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CHAPTER 3

FUNDAMENTALS ON LAMB WAVES

Based on the theoretical understanding of Lamb wave propagation and their properties,
simple experiments were implemented in order to characterize Lamb wave generation
capabilities. This was achieved using the resources available at the beginning of the

experimental studies, at the Portuguese Air Force Aeronautical Laboratory.

3.1 Initial Trial Setup

The definition of a working system in this context is one that is capable of accurately
actuating the system at an operator-selected frequency and amplitude, while monitoring the
progression of this actuation throughout the plate. Finally, being capable of retrieving the

acquired data for computational analysis is another desirable trait.

Fig. 3.1: Trial setup

With respect to the hardware, a National Instruments® PXI-607E Analog I/O was
employed. This system was able generate and acquire signals with a sampling frequency of
1.25 MS/s.  Circular PZT, 25 mm in diameter, specific for out of plane actuation were
available. Even though it would be preferable to have PZT designed for in plane actuation,
the Poisson effect ensured that in plane actuation was always present. For data acquisition,
an Agilent 54622A Oscilloscope was used. The latter possesses an internal memory that can

store up to 1000 samples, and a maximum frequency of 100 MS/s per channel.
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Fig. 3.2: Agilent 54622A oscilloscope

The initial actuation signal was prepared using the LABVIEW® graphical programming
software and transmitted to the board using the PXI-607E board. Creating the signal using a
programming software and then transmitting it through a data acquisition board (instead of
just using a generic function generator box) is preferable since, in that way, the user has a
much greater degree of control over the signal being generated. Precise control is then
attained in terms of window selection, type of signal, as well as update rate and buffer size.
The PXI-607E is connected to a Bayonet Neill-Concelman (BNC) connector board, which
contains 10 basic I/O portts, whete each can be set for a separate channel, which allows

simultaneous actuation/reception of multiple signals.

Fig. 3.3: NI BNC board

One important feature of LABVIEW® is that instead of writing actual lines of code, the
programmer employs pre-programmed blocks, or functions to construct a virtual instrument
(VI). The VI contains two main components: a front panel (e.g. Fig. 3.4), which corresponds
to the user interface and a background diagram (e.g. Fig. 3.5 and Fig. 3.6), which is the actual
block diagram containing the graphical code.
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Fig. 3.4: LABVIEW® front panel
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Fig. 3.5: LABVIEW® signal generation VI

www.manharaa.com




36

Limi:

[F=1]
1250000
tifrite Tc
-
Tix‘ﬂﬂf bcan backlog]

M

wannels (0] | 200

:uffer size|[@z2]] ”"““G shw etrigval complete

JUU stans "’E -[TE]

m

Fig. 3.6: LABVIEW® acquisition VI

The available PZT were glued to an aluminum plate using a type of epoxy specifically
developed for this purpose. The top surface of the PZT is divided into two areas (poles),

allowing the soldering of two separate wires that drive the electric signal.

The selected plate specimen was 1 m x 1.6 m, with a thickness of 1.6 mm. Two PZT were
glued 40 mm apart, their positioning being shown in Fig. 3.7, where an N-S-E-W system of
orientation is used. In setting up the PZT positions, the postponing of boundary reflections
was accounted for, while guaranteeing that the stagger would be adequate, to allow waves

with higher lengths to propagate clearly.

Fig. 3.7: Bonded PZT transducer and aluminum plate with N-S-E-W coordinate system

Several experiments were performed using this setup. In these, typical Hanning-window
actuation wave frequencies were experimented with. Also, simulated damage using point

masses at selected locations was introduced.

Fig. 3.8 depicts the arrival of the direct S-Wave followed by the expected boundary
reflections. The actuation signal degradation with frequency increase is pretty clear, showing

the lack of capability of the hardware in use at the time.
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Fig. 3.8: Frequency scan and boundary reflections

For the 125 KHz actuation frequency, arrival times of boundary reflections, distance

travelled by the wave and velocity estimation are shown in Table 3.1.

Table 3.1: Expected boundary reflection times

North East South West
Time (s) 2.05x10™* 2.29x10™* 2.05x10™* 3.80x10"
Distance (m) 1.077 1.200 1.077 2
Velocity (m/s) 5254 5240 5254 5263

This data was useful to validate the expected symmetrical wave propagation velocity,
which was determined to be approximately 5250m/s. Upon inspection of Fig. 2.6, (produced
for a similar plate) it can be verified that the value computed for the velocity is indeed

correct and ensures positive identification of the S-Wave.

3.1.1 Lessons Learned

The development of software capable of outputting an actuation signal and acquiring the
resultant response was completed using the LABVIEW® graphical software. The initial
reflection patterns were studied and helped in determining the frequency range necessary for
proper actuation. Using the data gathered, the S-Wave was positively identified, based on its

boundary reflections.

The main difficulties this initial research was faced with stemmed from the limitations of

the hardware. The frequencies necessary to achieve a clear actuation and reception are in the
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hundreds of KHz range, and the hardware used herein was only capable of a maximum of
150 KHz. The use of frequencies above 150 KHz with this hardware resulted in a steady
degradation of the excitation signal, eventually leading to unreliable responses. Another
source of difficulty was the fact that only one board was being used for both actuation and
reception, presenting cross talk issues. Moreover, since the sampling frequency of the board
was limited to 1.25 MS/s, and following a desirable anti-aliasing rule of ten times the signal
frequency, at the most it would allow the monitoring of a maximum frequency of 125 KHz,

which was clearly insufficient.

The maximum amplitude achievable for the direct S-Wave acquired signal was around 140
KHz, for the PZT in use. According to the literature [52], higher actuation frequencies

demand lower PZT sizes. This particular issue will be detailed in section 3.5.

In summary, the first set of accomplishments included: the successful generation of Lamb
Wave, including the identification of both A- and S Waves; the determination of propagation
velocities which were consistent with the expected ones and the successful identification of

boundary reflections.

Damage simulation through mass addition did not succeed. Despite multiple efforts to
place different types of surface damage on the plate in a multitude of locations, no change in
the reflectivity pattern was observed. This means that in order to see damage reflections,

actual physical damage should be present.

Also, another important accomplishment achieved during this phase was the successful
determination of the physical limitations of the hardware. This is crucial since data
acquisition reliability could only be ensured at low actuation frequencies. More importantly,
the experiments allowed insight into what characteristics would be desirable in future

systems.

3.2 Experimental Setup Definition

Upon running several experiments using the trial setup, it was possible to determine the
desired hardware and software requirements for the next step. In essence, the hardware
should be able to work at high sampling frequencies and possess enough memory to store all

the necessary data corresponding to the test time, with a suitable precision.
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An NI PXI-5421 100 MS/s Arbitrary Waveform Generator 16 bit 8 MB was acquired. On

the data acquisition side, a NI PXI-5105 60 MS/s 12 Bit 8 Channels with Simultaneous
Sampling Oscilloscope was employed. These two boards are mounted on a NI PXI-1033
chassis that connects to a laptop computer using a PCI-Express card slot. These last two

were chosen so that they would not hamper the performance of the two NI boards.

With regard to the software, LABVIEW® was replaced by the NI SIGNAL EXPRESS
suite. The latter is more user friendly, allows the management of the actuation generation in
a straightforward manner, data gathering and saving as well as some signal processing. At the
same time, it carries a visual module that allows real time monitoring of actuation and

response signals.

PZT were replaced by smaller diameter versions with the same circular shape. Their
smaller size favours the move to the generation of higher frequency actuation waves, which

possess lower wavelengths.

The previous aluminum plate was replaced by a 1m x 1m with 2 mm thickness one.

Corner PZT Border PZT

Center PZT

Fig. 3.9: Experimental setup

The criteria for the plate dimensions and PZT positioning changed. With the first set the
main goal was to generate Lamb waves, check their propagation velocities and perform a
crosscheck using boundary expected reflections. To do that, only two PZT were necessary
and they had to be placed far enough from the borders. Also, the plate was laid on a foam
layer to attenuate any possible interference from the support contact. The second setup
incorporates more concern for real applications. The plate is simply supported on a rigid
support and in this way it is more subject to outside interference. One PZT was glued at the

middle, in order to be available for any scanning. For damage location, a triangulation
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algorithm must be applied. This means that a minimum of three sources of data must be
accessible. Therefore, two more sensors were installed. These were glued next to the
boundaries. On the one hand, this presents a disadvantage since whenever PZT are working
as sensors, they will receive two signals almost simultaneously (i.e., the direct signal and its
reflection). This represents a slight deterioration in the precise determination of arrival time.
On the other hand, the only disturbance will be limited to that data interval. If they were
moved further into the plate, boundary reflections would jeopardize the detection of
possible damage reflections. This occurs because the possibility of having an overlap

between both would then increase. When working as actuators, no significant changes occur.

In order to check if everything was working properly, several tests were undertaken.
Initially, the dispersive curves were calculated for the experimental setup (section 3.3).
Following, the most adequate actuation function was investigated to suit the needs of the
experimental work (section 3.4). Finally, a frequency sweep was made within the hardware
limitations. This allowed the determination of the limits of actuation frequency, as well as the
optimum one to use (section 3.5). This was attained by observing the sensed signal precision
and, more importantly, its amplitude. The actuation frequency was found to be limited to

500 KHz.

3.3 Dispersion Curves

Lamb waves have a dispersive nature, ie., their propagation velocity depends on the
frequency. Naturally, this is a very important concept that needs to be well understood. The
factors which influence the dispersive behaviour are the Young modulus, density, Poisson

ratio and specimen thickness. For the aluminum plate in use:

Table 3.2: Aluminum plate properties

Property Value
Young modulus (E) 70 GPa
Density (p) 2700 Kg/m’
Poison ratio (v) 0.35
Thickness (5) 0.002 m
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From this data it is possible to estimate the transverse and longitudinal velocities, using

equations (2.21) and (2.22):

E
C.= |—— =3098.70 m/
s 2p(1+v) mee
VE E
C, = =6450.05 m/
’ \/p(1+u)(1—2u)+p(1+u) s

Solving the Rayleigh-Lamb equations (2.26) and (2.27) for the frequency and Lamb wave
velocity, the first modes of A-Wave and S-Wave give:
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Fig. 3.10: Numerical Lamb wave velocities

Afterwards, group velocity can be calculated (Fig. 3.11), using equation (2.28).
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Fig. 3.11: Numerical Lamb wave group velocities

The variation of the estimated group velocities with respect to frequency is coherent with

the available literature [52].

It is of interest to evaluate the wavelengths associated to each type of wave.
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The evolution of the wavelength with respect to frequency can be estimated through the

following equation (also shown in Fig. 3.12):
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Fig. 3.12: Numerical Lamb wave wavelength

For both types of wave, it is seen that wavelengths decrease with increasing frequency.
This is important for the selection of the sensors. In [52], it is stated which sensor size grants

the most adequate actuation frequency for each type of wave.

3.4 Actuation Wave Study

Setting up the actuation wave requires a careful study. Several variables must be taken into
consideration when defining this function: frequency, number of peaks and the way these are
varied over time (non uniform, symmetric or anti-symmetric). These parameters will directly
affect how many frequencies will be stimulated, the actuation wavelength that will be
produced, whether higher or lower resultant Lamb wave amplitude will be achieved, and also

facilitate time definition.

Essentially the two factors playing a major role are the frequency and time definition.
Time definition is evaluated by comparison between the shapes of the emitted and sensed
waves. A higher definition corresponds to the situation where the sensed wave highly
resembles the actuation one. It will be shown that frequency and time definition are
conflicting requirements and a compromise must be found in order to find a useful actuation
function. Several functions were investigated by observation their time definition and the

frequency power spectrum. Some of these will be presented later in this section.
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The ideal function possesses the following characteristics: a clearly defined frequency
which allows defining the precise velocity of propagation for a specific Lamb wave; a short
wavelength, allowing a sharp response while reducing the possibility of overlap between
damage and permanent reflections (these include the ones originating at the boundaries and

discontinuities).
The actuation wavelength can be calculated as follows:

1. After selecting the actuation frequency, determine the S-Wave propagation group

velocity:

Ve =F(f) (3.2

2. Determine the period of one cycle:

1 (3.3)

3. Depending on the number of desired peaks, an #-cycle actuation total period is

defined:

T=nT (3.4)

4. Determine the generated actuation wavelength as:

A=TVy (3.5)

Only in very specific conditions will the damage reflection wave appear to be isolated.
This problem does not manifest itself in this case. However, if it overlaps with a permanent
reflection, constructive or destructive interference will take place. In those cases, it cannot be
ensured that the damage reflection is being captured at its beginning, end or somewhere in
between. Upon detection, the best solution is to consider that the highest value corresponds
to an intermediate time step (neither at the beginning nor at the end of the reflection
wavelength).Naturally, for a Pulse-Echo technique it would be preferable to have an
instantaneous or quasi-instantaneous actuation, clearly defined in time (e.g. an impulse, a
square wave (Fig. 3.13) or a ramp wave (Fig. 3.14)). The wavelength would have to be small,
and the reflections would be easily detected. The problem is that such functions stimulate a
wide range of frequencies due to the rapid change in shape. Various Lamb wave modes

would then be excited, which results in a response that is hard to evaluate.
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Fig. 3.14: Ramp actuation wave

As for a second approach, and considering that frequency is very important for Lamb
waves, a perfect sine can be selected (one cycle). In this way, the frequency is perfectly set
but the corresponding response has low amplitude. A possible solution is to define more
cycles. Then, the response amplitude increases but at the expense of a larger wavelength.
Additionally, undesirable frequencies, called side lobes, are stimulated. These are visible on

the FFT spectrum. After several tests it was found that the use of five cycles constituted the

best option (Fig. 3.15).
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Fig. 3.15: Five sine cycle actuation wave
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Fig. 3.16 shows the analysis of the actuation and the sensed response, both in time and

frequency domains. The side lobes are clearly visible and time definition is poor.
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Fig. 3.16: Five sine cycle actuation wave and respective feedback

With this in mind the next task is to improve the time definition of the wave. This can be

achieved by modulating the amplitude. In the first of two possible solutions a sine wave is

multiplied with another one of lower frequency. The corresponding function can be defined
as:

3.6
£ =Asin(2 7 £1) sin %l >0
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Fig. 3.17: Equation (3.6) actuation wave and respective feedback
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A better definition in time is then observed. From the resulting FFT it can be seen that the
side lobes almost disappear but the frequency peak is lower and its range gets wider. This is
mainly due to the fact that at beginning and end of the actuation phase, the time derivative

of the function is clearly nonzero.
The second option studied modulates the first sine with a cosine function:

2 f (3.7)

1) =Asin(2 7 1) | L[ 1-cos| 2L
2 5
This approach allows for a smother transition from/to zero at the beginning/end of the
actuation. The results in Fig. 3.18 show that once again the side lobes disappear, and the
peak is lower but wider. The positive aspect of this function lies in its time definition, which
is superior to that of all the previously mentioned functions.
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Fig. 3.18: Equation (3.7) actuation wave and respective feedback

Time definition plays a very important role when planning the interpretation of the results.
Bearing this in mind, a step by step function was defined using the NI ANALOG
GENERATOR. This function produces three peaks instead of five (Fig. 3.19).
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Fig. 3.19: User defined function

Essentially, it uses a sine divided into seven intervals, each of which has a preset

amplitude. At the limits of the interval, this function is smoothed in order do avoid

frequency dispersion. The results are shown on Fig. 3.20.
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Fig. 3.20: User defined function and respective feedback

Time definition does not undergo a large improvement and, in addition to this, the

frequency sharpness and response amplitude are significantly reduced.

These studies allowed a compromise to be found frequency and time definition. The

function of choice was the one from equation (3.6) which was smoothed using the NI

ANALOG GENERATOR®.
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3.5 Actuation Frequency Scan
Actuation frequency scans are useful since they allow checking of which are the best
frequencies and wave types to use. They also allow the identification of the A- and S-Waves.
Fig. 3.21 shows the acquired signal as a function of the actuation frequency. This test was

executed using the center PZT as an actuator and the border PZT as a sensor (see Fig. 3.9).
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Fig. 3.21: 20 KHz-480 KHz actuation frequency scan

Upon analysis of the above figure, several conclusions may be drawn. Starting with the
first test, a slow wave appears from the right. Moving along in the frequency range, the wave
moves to the left and increases its amplitude. This is identified as the A-Wave, because it
accelerates significantly in the early stages of the frequency increase. It can be seen how its
highest amplitude is achieved around 140 KHz after which it drops continuously. Also
during this first phase, the S-Wave starts to form at the middle of the time window and it
does not present a significant change in velocity, as expected. Still, its propagation velocity is
shown to suffer a mild decrease along the scan. In addition, the second highest wave

observed (on the right of the time window) corresponds to one boundary reflection of the S-

www.manharaa.com




50

Wave. It is not until a frequency of 320 KHz is reached that its amplitude increases
significantly, reaching a peak at around 340 KHz. The frequencies, at which the S-Wave and
A-Wave reach their highest values, are coherent with Giurgiutiu’s results [52]. There it is
stated that the best Lamb wave excitation and detection is obtained when the PZT length is

an odd multiplier of the half wavelength.

The sensors in use have a diameter of 8 mm. From Fig. 3.12, for a wavelength of 16 mm
the A- and S-Wave corresponding frequencies are, approximately, 140 KHz and 340 KHz,

respectively. These are the frequencies at which their highest amplitudes occur.

Moving to higher frequencies implies lowering the wavelength. This leads to a degradation
of the quality in the sensed signal. The only way to avoid such a problem is to use smaller

transducers. Transducers selection is therefore the topic of the next section.

3.6 Sensor Selection

The above analysis helps in selecting the proper PZT should the goal be the acquisition of
the Lamb wave at its highest possible amplitude. Besides this, for SHM purposes, it is
desirable to isolate one wave, as much as possible. In the present work the focus is on the S-

Wave and how to enhance it.

In order to do that, a relationship between wavelengths needs to be established. Both S-
and A-Waves are cleatly read when PZT have a dimension equal to half of their wavelength.
In this scenario, if for a certain frequency the S-Wave wavelength is an odd multiple of A-
Wave one, both can be easily acquired (no separation). The best solution is to work in the

frequency range where this does not take place.

The proposed algorithm for the determination of the relationship between both

wavelengths at each particular frequency is as follows:
1. Divide the S-Wave wavelength by the A-Wave wavelength;

2. Halve the result of the above and save the remainder of the division, which should

be between zero and two;

3. Calculate the absolute value of the difference between the remainder and one, for
each frequency. The most adequate frequencies will be the ones for which this value

is near one.
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Fig. 3.22 shows the results obtained using the algorithm described above considering the

properties from Table 3.2.
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Fig. 3.22: A- and S-Wave wavelengths correlation

The best mode separation is achieved for an actuation frequency of 175 KHz. From the
wavelength evolution of both the A- and S-Waves in Fig. 3.12 it can be seen that the proper

sensor size selection will be 15.6 mm for S-Wave and 7.7 mm for A-Wave.
Other issues that have to be taken into account are:

e Sensors natural frequency. Actuation frequency should be far enough from it, in

order to avoid resonance;

e Sensors size. Bigger sensors will drive high power waves. However, their sensibility
will be small due to the fact that higher sizes represent higher inertia. Additionally,

for large diameters, localized voltage fields may appear.

For the purposes of the work developed thus far, the principles established here regarding

sensor selection were not applied.

3.7 Numerical Simulation

As part of the preliminary studies, a numerical simulation was programmed with the

following objectives:
e Check for mechanical wave propagation with and without damage present in a plate;

e Test the damaged and undamaged difference results;
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e Understand wave readings acquired by transducers positioned near the corners of the

plate.

The first task was to simply simulate the expected echo wave generated by damage. The
Finite Element Analysis (FEA) software ANSYS® was used to model the experimental

setup.

The aluminum plate is a 1 m x 1 m square, modeled with the same overall properties from
Table 3.2. Assuming that the actuators are approximately 10 mm on the side, the mesh size
was set to this value. Two elements are used across the thickness. In order to match the
experimental constraints as closely as possible, zero displacement in the Z direction was set
for the bottom surface nodes. This effectively simulates the contact with the wooden

support the actual plate rests on.

Fig. 3.23: ANSYS® aluminum plate model

To simulate the actuation, the nodes at the upper-right corner, top surface, were
prescribed a time varying displacement, matching the stimulus sent to the actuator (note that
symmetry is enforced along the axes highlighted in Fig. 3.23). Table 3.3 lists the nodes where
this forced displacement is applied. See Fig. 3.24 for details on the position of these nodes.

Table 3.3: ANSYS® actuating nodes selection

Node Movement
2704 X direction
2702 Y direction
5202 X and Y direction
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Fig. 3.24: ANSYS® zoom on actuating nodes

The displacement function applied to the nodes was the one defined in equation (3.6). The
amplitude reflects the assumption of a strain of 10° due to the actuation. Several frequencies
were tested. In order to clearly see how the wave propagates, a frequency of 100 KHz was

chosen matched the expected result

Since this constitutes a transient analysis, it is necessary to determine the period of

actuation, which defines the time step.

Actuation period = 1, , 7 number of function peaks G5
This function is set to have five peaks corresponding to a 5x10° s actuation period (Fig.
3.25). The sampling frequency, which corresponds to the sub step time, must be high
enough to avoid aliasing. A value of 2 MS/s was then set. ANSYS® allows a maximum of
1000 iterations, which limits both the usable simulation time and the sampling frequency. In
Fig. 3.26 the wave propagation is shown, based on collected data regarding the Z-

displacements of the model.
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To simulate the damage on the plate, two sets of nodes across the thickness were clamped.
This is simple way of modeling a discontinuity in the material. Notwithstanding, it allows the
wave response to be checked for the presence of damage. While similar to method
previously described, at this instance, the response of the undamaged plate is subtracted to
the response of the damage done. This procedure was carried out using MATLAB®. In Fig.

3.27 the results are plotted for several time steps.

Fig. 3.27: ANSYS® damage wave propagation

From the analysis of these results two basic assumptions can be established. The first one
is that the damage will work as a wave generator by itself (naturally of significantly lower
amplitude than that of the actuation wave). Secondly, the reflection wave is not uniform for
all directions - it seems to present higher amplitude in the direction of the actuator. All other

variations most likely result from the fact that interaction with other reflections occurs (e.g.
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boundary reflections). Nevertheless, if there is a network of at least three sensors damage

detection should be achievable.

Other simulations were performed using different frequencies. The goal here was to verify
if such a simple approach was adequate for the validation of dispersion curves. At higher
frequencies, inconsistent results were encountered (for instance, different velocities were
found along different radial directions, something which is not possible in isotropic media).
Still, this numerical approach for echo detection prompted some conclusions on how waves

propagate and interact with damage.

During the real life experiments it was observed that the corner PZT received an
unexpected response. It was expected that the arrival of the S-Wave would shadow any
boundary reflection. However, it was observed that for at least two particular cases this did
not happen. The first one occurred for the situation of having the corner PZT as an actuator
and the center PZT as a sensor and the second one took place when these roles are reversed.

In general, the results were similar to those shown in Fig. 3.28.

Direct :
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Fig. 3.28: Generic acquired data for the corner PZT

Through simulation, a very similar result was verified for a sensor placed near the origin.

Fig. 3.29 shows the simulated direct wave acquisition and its respective first border.
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Fig. 3.29: Simulated acquired data for a corner transducer

The main conclusion here is that interaction occurs between the direct wave arrival and

the immediate reflections produced at the corner boundaries.

This numerical simulation allowed a better insight into the particularities associated with

the positioning of transducers.

3.8 Damage Echo Decay Experiment

It is expected that the amplitude of a damage echo decays when the distance between

sensor and damage increases. In the numerical simulations, this became clear. Preliminary

experiments were performed by drilling successive holes on a plate, in order to verify this.

Knowing the distance to the damage and the wave velocity, the echo wave could be easily

identified and measured. Fig. 3.30 shows the echo amplitude reading as a function of

distance.
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Fig. 3.30: Echo amplitude vs. Damage distance
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The overall trend shows that the amplitude is inversely proportional to the distance (x):

Expected Echo Amplitude (V)=K x' (3.9)

In this particular experiment the echo amplitude equation was found to be:

Vy =2.25-107x 100
This function could be useful for damage location. Damage orientation and wave
dispersion homogeneity are believed to also have a considerable impact in this function
(value of the K constant). Therefore, this type of information may only play a

complementary role.

3.9 Linear Phased Array Study
Phased arrays were another area of interest in the present work (using the S-Wave). In
order to become familiar with this particular SHM technique, some effort was put in the

study and simulation of Lamb wave beam forming.

3.91 Beam Forming
In order to create a beam in a certain direction 6 (0 < 8 < m), producing a desired
wavefront, the following algorithm is proposed (Fig. 3.31 illustrates the beam forming

process):

b(n)

t, Wavefront movement

>

X

Fig. 3.31: Beam forming scheme

1. Determine which transducer will be part of the wave front. This will determine
which will be the first one to be activated. For each transducer in the array at

coordinates (x(i), y(i)) (where 7 identifies the transducer), a line equation has to be
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established. This line crosses the transducer coordinates and is parallel to the wave

front. The zero intersect is:

3.10
b(i) = y(i)—tan(@—%j x(i) | i=1.n 10

2. The sensor with highest b, b, will be the last one to be activated. The

corresponding line will be used for the next step;
3. Determine the distance between each transducer and the line determined in 1:

(3.11)

tan(&—;[j 2()= v(0)+ by,

fifo=5)

4. Determine the trigger time for each transducer, with respect to the last activation, #;

d(i) =

trigger (i) =t, ———
4

d(i) (3.12)
C

3.9.2 Numerical Simulation
Preliminary numerical studies promoted a better understanding of the beam forming
process. Additionally, they address other issues, such as the determination of the minimum

time required to produce a coherent wavefront.

A MATLAB® code was written that considered the following variables:
e Seven actuator positions;
e Desired beam forming direction;

e  Wave velocity.

This code calculates the necessary actuator delays and outputs the desired wavefront. Fig.

3.32 shows a creation of a 90 and a 60 degree beams forming.
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=n =2n 1=3n 1=4n

Fig. 3.32: 90 and 60 degree beam forming simulation

From the figures above it can be seen how the wave front length remains constant.
Nevertheless, this length will depend on the orientation and the span of the linear phased
array. Its maximum value occurs for 90 degree, when it is equal to the linear array length.
On another note, wave superposition increases with time, this reduces amplitude “hot spots”
and the “thickness” of the front. Although the wavefront length is kept constant, the
amplitude at its edges is expected to increase, as a result of coalescence of the waves,
effectively producing a wider front. The relationship between the length of the array and the

effective wave front span depends on the aperture (Aa)[90]:

3.13
Aa = sin[zj 4 G139
3
Where X is the emitted wavelength and L is the array length. Additionally, the number of
actuators and their proximity define the wavefront length and amplitude homogeneity,

respectively.

3.9.3 Distance Between Phased Array Transducers

The type of array that is best tailored for investigation is the linear one. In order to
determine the most suitable placement of the transducers, their dimensions have to be taken
into consideration. Assuming that all transducers are equal in size and circularly shaped, the
best actuation frequency depends on their diameter, as hinted before. As a consequence, for
each actuation frequency, there will be a corresponding wavelength. This truly determines

the proper transducers spacing or pitch.
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Wave spreading in directions other than the desired one may occur. This occurrence is

called wave side lobes.

The correct choice of actuation frequency and transducer pitch ensures that the goals of a
strong beam focusing and minimum unwanted spread are met. Moreover, as the number of

elements increases, so better characteristics will be achieved.

In [89], it is stated that pitch must be less than half the Lamb wave wavelength, in order to

eliminate the undesired side lobes.

pich < o1

8 mm diameter transducers were chosen. Considering that pitch will result from the sum
between sensor diameter and inter sensor spacing, the minimum pitch allowed will be 8 mm.
Still, sensors must be spaced so as to avoid actuation conflicts at their border. Fig. 2.1 shows
half wavelength distribution according to actuation frequency (S-Wave) and some reference

pitch values.
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Fig. 3.33: Pitch and half wavelength distribution

It can be seen that for a 9 mm pitch the highest possible actuation frequency will be
around 300 KHz. Since the wavelength curve is but theoretical, a tolerance must be enforced

in order to avoid the wave side lobes appearance.

www.manharaa.com




62

CHAPTER 4

DAMAGE DETECTION AND POSITIONING
ALGORITHMS

The primary objective of SHM is damage detection. On a higher level it is desired to
position the damage itself on the specimen being tested. Wave emission and sensing based
methods rely on the assumption that a discontinuity, such as damage, will produce an extra
reflection, named echo. Fig. 4.1 shows the echo received by a sensor. Based on the
propagation velocity and ToF it is possible to determine the distance between the echo
generator and the sensor. With this information, however, one can only determine a region

where the damage may be present.

Transmission pulse

Reception echo

‘ TOF

Fig. 4.1: ToF echo detection [71]

In order to more accurately pinpoint the damage position, more information is required.
The PZT transducers used can work as sensors or actuators; something which has been
incorporated in the algorithms developed. In a network, a minimum of three sensors are
needed. If three regions of possible damage location are determined, there will be just one

point where all three will intersect.

For phased arrays, the direction of the wavefront propagation is predetermined when the
array is activated. Knowing the direction and the time of travel for the echo it is possible to

determine the damage location.
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Preparing an algorithm to carry out this task depends, on the approach chosen. Network
and phased array techniques rely on different algorithms but both can be based on either of

two basic principles:

e A simple wave sweep with the installed sensors can be executed. In this case the
damage presence will result in unexpected reflections being generated by defects.
The echo and permanent reflections created at the boundaries, sensors, other wave

types present and discontinuities will be sensed simultaneously;

e The algorithm should be based on the assumption that if the response for the
undamaged structure can be compared with the one presenting damage, a difference
will emerge at a specific time. This approach allows the isolation of the damage

reflection, thus eliminating the permanent reflections.

Even though the second approach is more complex since it demands that the undamaged
response is stored at all times, it does make damage detection easier. On the one hand, the
possibility of having a superposition of permanent reflections with damage generated ones
will have been ruled out from the onset. On the other hand, specimen deterioration (e.g.

component aging) can result in different undamaged patterns.

In the following sections, the methods studied for both network and phased arrays are

further discussed.

4.1 Sensor Networks

For the sensor network approach, two methods can be implemented. A direct one, which
uses only the data collected from the PZT as they generate the wave and sense its reflections.
A different method consists of taking into account the reflections captured by the other
sensors. Fig. 4.2 shows both methods (first on the right and second on the left), with dots

representing the location of PZT.
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Damage Location

Damage Location

Fig. 4.2: Damage location for a three sensor network

Considering that the propagation velocity is maintained equal along all directions, three
circumferences will be determined. These circumferences are based on the fact that echoes

and generated waves travel in the same direction but in opposite ways.

In the second case, the equations for one circumference and two ellipses are established.
The circumference surrounds the wave generating transducer. The responses gathered by the
transducers other than the actuator one include the echoes created by the damage. The time
at which these echoes are sensed will depend on the summation of two unknown distances.
The first will correspond to the distance travelled by the generated wave until it reaches the
damage. The second will be the one travelled by the echo between the damage and the
sensor. Since the total distance travelled is known, the locus of the candidate damage points
is an ellipse. For the first case presented, knowing the propagation velocity of the wave and
the time spent between its emission and echo detection, the travelled distance can be

calculated. In this way PZT are seen as both actuators and sensors. The procedure follows:
1. Choose an actuation frequency and determine the wave propagation velocity (1);
2. Run separate tests using one actuator at a time;
3. Store the response sensed at that particular transducer;
4. Repeat step 2 on the damaged structure;
5. Repeat step 3. Now, for each PZT, both undamaged and damaged profiles exist;

6. For each data pair , subtract and determine the time at which the echo occurred (¢,,

PZT i),
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7. Knowing the wave velocity and the time, for each PZT, the radial distance to the

damage (7;) can be established. Note that the travelled distance will correspond to
twice the radius:
2r,=Vt, 4.1)
8. For each PZT define a circumference using the PZT position as the centre(x,, v, ),

and the distance found in step 7 as the radius 7; :
(r=x )+ (-0 ) =# *2

9. Solve the system of three equations for the unknown coordinates(x,y). They

correspond to the damage position.

This approach does not profit from the presence of the other two PZT available at step 2.
In order to use them, another assumption must be made: that damage works as a source of
reflections, and besides the one that is sent to the actuator (the echo), others are also sent in
other directions. From the propagation velocity of the wave and the time spent between its
emission and reflection detection, the travelled distance can be estimated. In this way, each

PZT is looked at as a sensor. The following procedure requires only one actuation:

1. Choose an actuation frequency and determine the propagation velocity of the wave
(s

2. Run one test using just one PZT as an actuator;

3. Store the responses sensed by all PZT;

4. Repeat step 2 on the damaged structure;

5. Repeat step 3. Now, for each PZT, both undamaged and damaged profiles exist;

6. For each data pair, subtract and determine the time at which the damage refection

occurred (#; actuating PZT 7, sensing PZT ));

7. Knowing the wave velocity and the time, for each PZT, the distance travelled by the

wave (d,;) can be determined. Note that this corresponds to the total distance
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travelled. The first component of which is the distance between the actuator and the

damage, while the second one is between the damage and the sensor:

d =Vt (4.3)

8. TFor each PZT define an ellipse where the actuating PZT and sensing PZT positions

are the two foci. The centre (h,k), semi-major axis a, distance between the two foci

¢, and semi-minor axis b can be calculated as follows (Note: the x axis is parallel to
the major axes and one ellipse will in fact degenerate into a circumference, in the

case of the PZT serving as an actuator):

d, 4.4

o2 F+(-vF 45)

cij =

b,, _ aijz_ _cijz_ 4.0)
— 4.7
— . 4.8
y=x+bl;&) 9
(xv_hlfj )2 . (yv_kl'] )2 » (49)

a’ b2

ij ij

9. Chose one common coordinate system and rotate accordingly the coordinates x', )",

h' and k' in order to get x, y, h and k;

10. Solve the system of three equations (two ellipses and one circumference) for the

unknown coordinates (x, ). These correspond to the damage position.

Although it is more elaborate, this procedure provides extra data per test run.

The Network algorithms presented are valid for constant thickness specimen made of
isotropic materials. For these particular cases, the propagation velocity of the wave can be
considered constant. In anisotropic materials or specimen of varying thickness the velocity

will not remain constant. From this point onwards, the focus will be on the adaptation of the
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methods described above to composites. These are known to present a specific wave
propagation velocity in each direction, due to different values of the Young modulus for

each orientation. This requires an estimate of the wave propagation velocity.

4.11 Composite Materials
Considering that wave propagation velocity depends on the orientation:
V=v(0), 6=0.x (4.10)

Note that it is only necessary to predict the velocity distribution along two quadrants, in
this case, directions at an angle between 0 and m. This is due to the assumption that
composite plates will present anti symmetry with respect to any considered direction.
Assuming that there are, at least, four sensors installed in a rectangular arrangement, it is
possible to measure the velocity along four different directions. These directions correspond

to the lines connecting each sensor pair:
v.=v(6),i=1.4 (4.11)

Using these four known velocities the values for other directions can be estimated through

interpolation using a cubic spline (Fig. 4.3).

Fig. 4.3: Wave velocity distribution estimate for composite materials

Fig. 4.4 shows a typical wave velocity function.
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Fig. 4.4: Velocity as a function of theta
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For the first method the circumferences will be transformed into velocity dependent

shapes. Fig. 4.5 shows an example.

Damage Location

Fig. 4.5: Damage location for composite materials (1st triangulation method)

It is duly noted that the changes imposed by anisotropy will particularly affect the second
method presented for damage scanning in networks. The circumference defined by the wave
generator transducer will be transformed as previously stated. The velocity of the wave when
travelling between the actuator and the damage is, in most cases, different from that of its
reflection. Rather than the analytical approach adopted previously for the isotropic case, a

numerical solution process is required and is explained below.

Fig. 4.6 shows an illustrative example of an ellipse degeneration (for pure anisotropy). The

red circle on the left hand side represents the actuating PZT, while the right one is the

Sensor.
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Fig. 4.6: Ellipse degeneration for anisotropic materials
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The procedure is then:
1. Run one test using just one PZT as an actuator;
2. Store the responses sensed by all PZT;
3. Repeat step 1 on the damaged structure;
4. Repeat step 2. Now, for each PZT, both undamaged and damaged profiles exist;
5. For each data pair, subtract and determine the time at which the damage refection

occurted (#; actuating PZT 7, sensing PZT ));

6. Knowing the velocity distribution and the time at which the echo was detected, for

each PZT, the distance travelled by the wave and its damage generated echo

(d, +d,) can be determined. Note that d,, will be associated with a particular

direction, defined as the Actuator-Damage bearing (8, ). d, will have its own

direction, defined as Damage-Sensor bearing (8, ):
dy,; =V () ty, (4.12)
dp; =V(Op) ty, (4.13)

(4.14)

try =ty + 1y,
7. TFor each actuator PZT 7, positioned at (x Y Al.), consider the following numeric

procedure:

a. Estimate the distance travelled by the wave (d,,). For each time step and for

every possible direction:

dy. =V(y) ty,, t,=1.1,0,=0.1 (4.15)
b. Determine the corresponding possible x and y coordinates (damage location
candidates):
Xy =dy,; cos(6,)+x, (4.16)
Vio = Ay SI(G, )+ y (4.17)
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c. For each of the points above determine the distance and relative orientation with

respect to the sensor PZT j, positioned at (xsj, ySi):

. 5 418
Ay :\/(xkiﬁ_xsj) +(yki6_y51) o
N (4.19)
Oy =tan | ——
‘ Viio = Vs

d. Knowing the relative orientation between the candidate points to the sensor PZT
J» the determination of the corresponding wave propagation velocity becomes

possible:

Ve =V(0) (4.20)

g

e. Using this velocity, determine the time the echo takes to reach the sensor:

d g (4.21)

t.., =
Eijk
VEijk

f.  Plot the candidate points that meet the total time criterion, i.e.:

(4.22)

b + g = tTij

4.2 Phased Arrays

When using phased arrays, a number of PZT are being actuated in a predetermined and
synchronized way. The lag between each individual actuation, along with the velocity of
propagation (V') will determine the wavefront travel direction. These time lags are
predetermined by the actuation system programming, which also sets the actuation
frequency and, consequently, the wave propagation velocity. Nevertheless, these lags can be
calculated using the acquired data. Consider that the reference position of the array is

(x,,v,). Fig. 4.7 illustrates the procedure for damage location using a linear phased array,

where it can be seen that:
e The red line shows the admissible damage locations;
e Blue lines stand for the wave front position at two time steps;

e Orange lines represent the evolution of the wavefront edges (equation (3.13));
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e d,,. is the distance travelled by the wavefront;
e d, is the distance travelled by the echo produced by damage;

e d, is the length of the line that forms a rectangular triangle together with the dWF

and d, lines.

ARRAY

Fig. 4.7: Regions of damage location for a linear phased array

In the isotropic case, the damaged locations lie on a parabola. For composite materials,
anisotropy renders this assumption invalid as the velocity of propagation will depend on the
orientation. Hence, the locus of the damaged locations may not resemble any particular type

of curve. For this reason a numeric procedure was selected.
For a preset orientation, the scanning procedure is as follows:
1. Run one test using the phased array;
2. Store the sensed response gathered by all array PZT;
3. Repeat step 1 on the damaged structure;

4. For each PZT, subtract undamaged from damaged data and determine the time at
which the echo occurred (¢, PZT 7). This time corresponds to the time it takes for

the wavefront to reach the defect plus the time required for the generated reflection

to reach the PZT;
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5. Knowing the velocity (V;) and the time (¢,), the total distance (d,) can be calculated.

It corresponds to the distance travelled by the wave front (d),.) plus that one

travelled by the echo (d,,) (this is performed for each PZT):

d =Vt (4.23)

d =dy,+d, =Vt (4.24)

6. Note that the line connecting the damage location to the array may not be parallel to
the direction along which the wavefront is propagating. In order to determine the

damage position, an iterative calculation is required:

a. Calculate the distance travelled by the wavefront at each time step:

dyr =Vt ty =0 ..t (4.25)

max

b. Determine the distance travelled by the echo:

Ly corresponds to the condition where the orientation of the line connecting

the damage to the array is parallel to the wavefront propagation direction. In this

particular situation:
d,=d,. (4.26)

For intermediate time steps, the distance travelled by the echo results from the

subtraction of the distance travelled by the wavefront to the total distance:
d,=d —d,. (4.27)

c. At each time step, calculate the coordinates (xWF, yWF) which correspond to the

point where the wavefront is intersected by a line defining the orientation of the

wave front:

Xy =X, +dy. cos(6) (4.28)

Yur =Y 4t dy sin(0) (4.29)
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d. Considering that triangle formed by d,,., d, and d,, the latter can be

computed. This distance is necessary to determine the two possible damage

locations at each time step:

dy=+|d}, +d’ (+-30)

e. Given these two candidates for damage location , which lie on either side of

(xWF, yWF), the corresponding x and y coordinates can be calculated:

T (4.31)

Xy gy = Xy —dp €OS(6 — 5)
o 4.32)

Yiger = Yyr —dgp sIN(0— 5)
T (4.33)

Xpiour = Xy +dp €OS(0— E)
b 4.34)

Yrigur = Ywr +dg Sin(g_E)

This proposed algorithm allows the detection of the probable damage location, for a given
wave front orientation and echo ToF. There will be as many of these regions as transducers
in the array. This contrasts with previous approaches, mentioned in the literature, where

there is only one such region [71].

In composite materials, where the wave velocity depends on the chosen orientation for the
beam, the algorithm should account for this fact. So, in steps 5 and 6 above, the propagation

velocity becomes a function of the direction, V(H).

From the application of the algorithms presented to real experiments, it was found that

the equation solving and the numerical procedures involved are computationally demanding.

The approaches defined here do not account for experimental issues. It is assumed that
the time at which the damage reflection occurred is known from the onset. Signal processing

and treatment is therefore one of the main topics in the next chapter.

www.manaraa.com



74

CHAPTER 5

PIEZO NETWORKS

With the Llamb wave preliminary study and algorithms determination already carried out,
experimental damage detection could be tested. Several setups were put to test by varying
the number of sensors, test specimen material and test procedures. During this work, post
processing algorithms and related software were continuously updated. For the initial phase
a three sensor network was implemented on a thin aluminum plate. As aforementioned, the

S-Wave is used in all of the trials.

5.1 Three Sensor Network Applied to an Isotropic Plate
During this phase, experiments using the second network algorithm (section 4.1) were

performed.

From the frequency scan results in section 3.5, at 333 KHz, the S-Wave reaches its
maximum amplitude when the A-Wave is at one of its lowest amplitude values. Because of

this, tests were also run at 240 KHz, where the S-Wave time definition was much bettet.

After selecting the trial frequencies, for each one of them, experiments were done using a
single PZT as an actuator and then all of them as sensors. Since three PZT were available,
one test run included three experiments and nine output files, three for each PZT. They
were numbered and a Cartesian coordinate system was implemented, all according to Fig.
5.1. An N-S-E-W system where N is aligned with the y-axis was also considered, to refer to
specific boundary reflections. A trial damage location was set at (0.448, 0.055) m. This
particular location was chosen to avoid the overlap of the echo with other permanent

reflections.
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Fig. 5.1: Aluminum plate and coordinate system implemented

During the first test phase, the primary objectives were to identify both the S-Wave and
the A-Wave, boundary reflections and the S-Wave propagation velocity. In Fig. 5.2, for the
240 KHz and 333 KHz frequencies, the actuation wave departing from sensor 1 and read on
sensor 3, is shown. The S-Wave, the North, South and West reflections, the Sensor 2

reflection and the A-Wave can be easily identified.
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Fig. 5.2: Actuation wave and respective reflections (top 240 KHz - bottom 333 KHz)

As mentioned before, at the frequency of 333 KHz the A-Wave disappears and the S-

Wave is not as well defined in time.
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The velocity found for the S-Wave at 240 KHz was 5381 m/s and for 333 KHz it was

5175 m/s. These results are consistent with the theory (Fig. 3.11).

The wavelength plays an important role in the precision of the algorithms. For the S-
Wave, at 240 KHz the half wavelength is 11.21 mm and for 333 KHz it is 8.1 mm (Fig.
3.12). These values are important for the determination of the tolerance that is set when

trying to pinpoint the damage.

Next, data was collected for the undamaged plate and then for a damaged plate where
defects were sequentially and cumulatively added : a 1 mm crescent shaped hole, 2 1 mm

diameter hole, a 2 mm diameter hole, a 7 mm crack, and a through-thickness 12 mm crack.

Fig. 5.3: Plate’s inflicted damage types

The NI SIGNAL EXPRESS® was used during this phase. It allowed successive actuation
waves to be sent to a PZT as well as to collect the responses sensed by all PZT. In addition,
a 2nd order band-pass filter could be applied to remove all the out of frequency responses.

Results can then be saved as ASCII text files.

After collecting all the responses for every case, a MATLAB® code was used to process

them in a systematic manner. This code was designed to fulfill the following:

1. Read the output files and convert them to MATLAB® files;
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2. Calculate the S-Wave speed, based on the time lapsed between the actuation and the

wave artival and the known distance between the actuator/sensor pair;

3. Compare the damage and undamaged data and find at which point in time the

damage reflection occurs;

4. Determine the three ellipse equations and solve the system to find the damage

position;
5. Display an image the plate and pinpoint the damage.

After running several experiments and analyzing the results, it was concluded that the
reflection from the damage could not be easily identified. In theory, one extra wave should
appear when subtracting the damaged response from the undamaged one. However, in
reality, this procedure is not directly applicable since other factors affecting the data (e.g.
noise). The challenge is then to define a data post-processing technique in way that the time

at which the reflection wave appears can be clearly identified.

By comparison of the results from independent but identical trials it was found that:

e The hardware does not guarantee synchronism in the time domain. This problem

leads to data shifting in the time axis;

e The sensed amplitude may not be exactly the same at the same step size, even if the
data being compared is synchronized. Although these discrepancies may be small,
they really affect the consistency of the data, which can lead to ghost damage being

detected.
The solutions adopted for each of these cases were as follows:

1. Perform a phase study. The program analyzes the peaks and valleys and then stores
that information for both the damaged and undamaged plate. If they present the
same behaviour during a certain amount of time, which depends on the actuation
frequency, subtraction is only considered if it reaches values that are higher than a
certain reference.

2. Establish a noise threshold. A minimum amplitude difference is established, below

which any data it discarded.
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In this case study, the time at which the damage must appear is known, since the position
is predetermined. Comparing data before and after the damage is created, it was found that
differences appeared after the damage generated wave and before its “re-reflections” or A-
Wave reflections. This occurs because the damage reflection itself will interfere with the
permanent reflections. So, if one determines the beginning of the interference it is possible

to determine the time at which the damage reflection occurred.

Despite all these corrections, ghost damage was still present. It became clear that false
positives are also detected, which jeopardizes the location of the actual damage. Still, it was
assumed that the damage reflection should be present in the majority of the data with

reference to the damaged plate.

Data correction rules that reveal themselves to be too narrow can lead to undesirable data
elimination. In order to avoid eliminating an actual damage reflection, the program is
allowed to determine a number of possible damages per sensor - four in this case. In this
way, it is accepted that detected damages may or not be true damages. The superposition of
data sets will determine which ones are more likely to represent the actual damage.
Therefore, the idea is to detect damage not in a deterministic way but by means of the

consistency in responses obtained.

A last problem was identified, regarding the PZT that was connected to both signal
generation and acquisition hardware. In this particular situation, after the PZT delivered the
actuation signal (at which point it becomes a sensor), the connection to the generation
channel absorbed part of the sensed signal energy. Due to this, it was sometimes impossible
to retrieve any useful data. At this stage, the solution was to artificially include the expected

ToF in the data acquired by these transducers.

After updating the MATLAB® code to account for all these particular issues, the damage
detection tests were executed. The possible damage locations are found by solving the
system of three equations in the algorithm explained in section 4.1. Because of some
uncertainty, a tolerance of 7 mm was taken into consideration (for the intersections), which

is smaller than the 333 KHz actuation wavelength.

In Fig. 5.4 to Fig. 5.13, results are presented for possible damage locations and respective

intersections for each PZT actuation case (240 KHz and 333 KHz and all damages
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considered). In each set of results: Top-Left actuator PZT1; Top-Right actuator PZT2;

Bottom-Left actuator PZT3; Bottom-Right possible damage locations (resulting from ellipse
intersections). Furthermore, the partial circumferences in red denote results from PZT1,
green from PZT2 and blue from PZT3. The partial ellipses colors refer to the passive PZT.

The letter D marks the location of the actual damage.
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Fig. 5.4: 1st experiment (frequency 240 KHz - damage 1 mm diameter half hole)
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Fig. 5.5: 2nd experiment (frequency 333 KHz - damage 1 mm diameter half hole)
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Fig. 5.6: 3rd experiment (frequency 240 KHz - damage 1 mm diameter hole)
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Fig. 5.7: 4th experiment (frequency 333 KHz - damage 1 mm diameter hole)
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Fig. 5.8: 5th experiment (frequency 240 KHz - damage 2 mm diameter hole)
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Fig. 5.10: 7th experiment (frequency 240 KHz - damage 7 mm crack)
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Fig. 5.12: 9th experiment (frequency 240 KHz - damage 12 mm crack)
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Fig. 5.13: 10th experiment (frequency 333 KHz - damage 12 mm crack)

Considering that damage will most likely be present in an area that shows the largest
density of intersections (of every color, as seen on Bottom-Right in each set), the following

remarks can be made:

e In spite of the tests at 240 KHz showing a better time definition, the damage
detection results were not satisfactory. Still, on the 3rd experiment the damage

presence was detected with reasonable accuracy;

e  When applying the 333 KHz frequency improved results were obtained for all types

of damage.

For each test case, a circular search region (with a radius equal to one half wavelength) is
used to seek for areas where intersections found with the three actuating different PZT are
present. If these conditions are met the centre of the search region will point to the probable

damage location (shown in Fig. 5.14 and Fig. 5.15 as a red diamond).
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Fig. 5.15: Calculated damage positions for the 6th, 8th and 10th experiments

5.11 Conclusions
During these experiments path some important conclusions were drawn:

e With the assumption that unexpected reflections are detected, the capture of the real

damage location was made possible;

e Although the actuating PZT data was artificially corrected, the remaining data

allowed successful damage location;

e Although the algorithm is, up to a certain extent, very simple, it produced very good

results.

Regarding the first set of results, the fact that it was possible to detect damages of 1 mm in

size using the optimum 333 KHz frequency which confirmed that this was a worthwhile

approach.

Even though the analysis process was not fully automated, several codes were developed

which in quick and systematic way allowed the detection of the position of possible

damages.
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5.2 Four Sensor Network Applied to an Isotropic Plate
Experiments and their respective post-processing were time consuming. In order to help
in reducing the time spent on data acquisition, processing and output of results, various
MATLAB® codes were gathered and adapted for use with LABVIEW®. This software was
chosen because it natively controls both acquisition and generation boards. Additionally,
being a visual programming tool, it helped in defining all necessary processes intuitively.
Initially developed to work with only three transducers, it was modified to support up to
four sensors. The difficulties in reading the response gathered by the transducer which was

responsible for the wave generation, justified this modification.

A slight change had to be made to the damage detection algorithm. Per test run, i.e., when
a certain transducer worked as actuator, only the remaining three sensors responses were
analyzed. No longer were one circle and two ellipses defined. Instead, three ellipses were

established. The algorithm then used only these for pinpointing the damage.

Undamaged and damaged data post-processing, prior to the damage detection algorithm
step, was improved. Additionally, equation solving (which is computationally demanding) for
damage location was discontinued, giving place to a visual tool. Drawing the various ellipses
on a representative plate is enough to pinpoint the damage location (by means of the

superposition of these curves).

52.1 LABVIEW® Program

As mentioned before, a LABVIEW® program was developed to carry out all the
necessary steps: configuration options, generation of theoretical dispersion graphs, data

acquisition and damage detection.

The program front panel was defined on a Tab like control. Fig. 5.16 shows configuration

tab.
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Fig. 5.16: Configuration tab

On the configuration tab, the user can define all instances that refer to general
configuration. The available options affect dispersion data, acquisition process, experimental

setup and damage location process.

Lamb wave dispersion information is crucial for every test run. Based on this fact a tab
was created which allows the user to input the mechanical properties and thickness of any
plate being submitted to experimentation. This module numerically solves the Lamb wave
equations for the first modes. It outputs the wave velocity, group velocity and wavelength
graphs (as seen in section 3.3). Furthermore, the user can input a sensor diameter and check
which for the most adequate actuation frequencies. Fig. 5.17 shows the Dispersion Graphs
Tab.

Lamb Wave Dispersion Data

Sensor Study
E;' 0,008
S-Wave Freq KHz A-wave Freg KHz
330 b $= I T

Fig. 5.17: Dispersion graphs tab
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Forwardly, Fig. 5.18 shows the acquisition tab.
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Fig. 5.18: Acquisition tab

This frame allows the user to select the desired data destination folder, the transducer
being used as an actuator and the number of samples to be captured. The user can also

validate the real and filtered responses gathered by all transducers.

In order to make sure that the readings are more consistent, a number of samples are
retrieved and averaged. During the averaging process the following values are calculated for

each time step:
e Average;
e Maximum;
e Minimum;
e Standard deviation.

A file that includes all of the above is stored for future processing.

At the Group Velocity/Boundary reflections tab, Fig. 5.19, the user can validate each test

run data with boundary reflections, group velocities and time responses checks.
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Fig. 5.19: Group velocity/Boundary reflections tab

Finally the tab that allows the user to run the detection algorithms is shown in Fig. 5.20.
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Fig. 5.20: Damage location tab

For the algorithm execution the user has some options available that have to be correctly
adjusted in order to ensure the maximum degree of truth in the detection. At runtime, the
software outputs a figure displaying the most probable damage locations. Additionally, it
displays these possible damage locations along with their respective computed value of the
degree of truth. This parameter is estimated based on the attained number of superimposed
regions, and the number of damage locations allowed to be detected times the number of

piezo sensors in the network.
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5.2.2 Processing Updates

During the experiments in sections 5.1 and 5.2, problems relating to the lack of
consistency in the data were detected. As an example, data retrieved from an undamaged
plate at two different times would produce different signatures. After various observations, it
was concluded that the main origin of these unexpected inconsistencies was the actuation
equipment. A slight change in the initial actuation wave time or its amplitude is enough to
produce small changes that deteriorate the validity of the data comparison. In order to

mitigate this problem, the following updates were implemented:

e Data alignment processing. In order to correct time data shifts and slight velocities

variations, data can be aligned using as a reference:

o The velocity found for the undamaged data. For this case, the damaged plate data

is processed in order to present the same exact velocity;
o The actuation peak time;
o The direct S-Wave peak time;

o An average that considers a number of peak locations that must coincide in

damaged and undamaged plate data.
e Data amplitude normalization, assuming, as a reference:
o The direct S-Wave undamaged amplitude for each transducer;
o The actuation wave amplitude:
* From the undamaged actuating PZT;

* From each actuating PZT, different for the damaged and undamaged

casce.

e Data noise reduction. During this procedure, a validation rule is applied to filter

signal differences:

o At each time step, determine the amplitude difference and compare it with the
highest standard deviation (o) determined for undamaged (UD(#)) and damaged
plate data (D(#)). Discard only the differences that respect the following rule (7

being the number of standard deviations allowed):

www.manaraa.com



91
\UD(t) - D(t)| < no; (5.1)

o At each time step, determine if the averaged damaged value follows the rule

below. In case it does, discard it:
— Oy + min(UD(t)) <D(t)<noyp, + max(UD(t)) (5.2)
— 10y, +min(D(1)) <UD(t) < n,, + max(D(1)) (5.3)

Even though all updates provided satisfactory results, the last options for each update

were the ones that provided the highest degree of truth in the detection.

5.2.3 Damage Location Experiment

A new setup, consisting of a 0.6m x 0.6m aluminum plate was prepared to test both the
LABVIEW® based application and its updated processes. Four PZT were glued and a 1 mm
through-thickness hole was drilled to simulate the damage. As there are four sensors, four
sets of results can be obtained, each one corresponding to one actuating PZT. Fig. 5.21
shows the data acquired for the undamaged and damaged plate, using transducer #3 as an
actuator. The green lines represent the possible damage ToF and the expected ToF of the

actual damage is shown in magenta.

Sensor 1 Sensor 2
m'g C:iUsers'Carlos‘Deskiop'nato‘orig_comp_f6'3

C:\WUsersiCarlos'Desktop\nato'orig_comp_f6'3

0015 -

0.005 |-

data ()
data (v)

-0.005

Time (seconds) w1t

data (V)
data ()

Time (seconds) T Time (seconds) i

Fig. 5.21: Sensors acquired time data (actuating PZT #3)
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Using the respective Tol’s, the possible locations of the damage can be estimated and

represented by ellipses. Fig. 5.22 exemplifies this.
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Fig. 5.22: Ellipses point (left) and contour (right) plots

In the point plot, the positions of transducers can be seen along with the actual location of
the damage. Notice that all pairs including the actuator are the foci of the ellipses shown. In
the contour plot, the superposition of ellipses allows for a better visual representation of the
possible damage locations. Red zones represent the ones where superposition is more

intense.

It can be seen that, despite the true damage location being correctly pointed, other ghost
damage locations are also presented. Only by merging the results from all four sensors as

actuators, can ghost damages be made to disappear.

On the left of Fig. 5.23 one can read the possible damage locations (in terms of x and y
coordinates), followed by their calculated degree of truth (DT). On In Fig. 5.23 represents

the summation of all contour plots, and the damage position is marked in red.
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Fig. 5.23: Global contour plot (left) - x and y probable damage locations (right)

One of problems mentioned in section 5.1 was the impossibility of acquiring useful data
on the actuating transducer. Furthermore, during the experiments, the cables connecting the
actuation board and the transducers had to be constantly changed, depending on the

actuating PZT. This jeopardized the system’s operational capability and reliability.

5.3 PCB Development and Testing

In order to make the actuating PZT useful for data acquisition, its connection to the signal
generator board had to be cut immediately after the wave generation. By doing this, the
signal produced by the transducer could be routed to the acquisition board directly. Also, the
automation of the test process was desirable. Essentially, the idea was to create a “push-
button” procedure to perform all the necessary data acquisition. A printed circuit board

(PCB) was fitted to this solution.

The solution had to fulfill the following requisites:
e Sclect the actuating transducer;
e Open the acquisition channels for the sensing transducers;
e Open the generation channel for the actuating transducer;

e Send the actuation wave, created by the generation board, to the actuating

transducer. This process is started automatically. The PCB triggers the generation

board;
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e Immediately after the actuation wave discharge, interrupt the generation channel and
allow the connection between the actuating transducer to the respective acquisition

channel;

e Finally, repeat all the above sequenced steps for the remaining transducers.

In order to comply with these requisites, an electronic circuit was designed, controlled by a

microprocessor - a Texas Instruments MCP EZ430. This processor was selected because:
e It possessed a satisfactory processing clock speed;
e It had enough channels to operate the necessary integrated circuits (IC);

e It could be easily programmed (ASSEMBLY).

The IC used for this application, apart from resistors and capacitors, included switches
and operational amplifiers. OpAmps were implemented because it was desired to have an

enhanced actuation signal.

For testing and development of the PCB control system, a protoboard was used. In Fig.

5.24 the test board in use is shown.

<
Experimental PZTs

Setup\ /1\

L

» A ' = Equipment
Power

. Experimentdl
Automated Electronie'Circuit

sources

Fig. 5.24: Automated electronic circuit for network testing setup

After running several tests and fine-tuning the components, the circuit was drawn using

dedicated PCB software. Fig. 5.25 shows a PCB prototype and the final board.
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The data acquisition process in the LABVIEW® application was rewritten to account for

the inclusion of this custom PCB. The user has then the option to run data acquisition on a

manual or PCB controlled way. Fig. 5.26 illustrates the changes (Note that the wave created

by the signal generation board is shown. When compared with the one output by the

actuator, the expected amplification is observed. The graph on the bottom left corner

represents the time during which the generation board and actuating transducer are allowed

to be connected).
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Fig. 5.26: Acquisition tab (updated for the use of the PCB)

Experiments were successfully run on yet another aluminum plate with only three sensors

installed and using the PCB control board. Damage was simulated by drilling a 1 mm

through-thickness hole. Fig. 5.27 shows the experimental setup and the application output.
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Fig. 5.27: Real and calculated damage location

Thanks to the custom PCB, the actuating sensor data was made useful and promising
results were obtained. In an effort to provide better area coverage and to further reduce the
appearance of false positives, the PCB was also adapted to be used in conjunction with 4

transducers (which should provide additional data).

5.4 PCB Testing on a Four Sensor Network

In order to investigate the possible application of larger diameter PZT, a 10 mm diameter
transducer was employed. Having in mind that sensor diameter defines the most adequate
actuation frequency, tests had to be performed in order to determine its value for this
particular PZT size. Recalling that, for the S-Wave, the suitable actuation wavelength has to
correspond to the twice the diameter, and by checking the wavelength dispersion graphs

(Fig. 3.12), an estimate of the ideal actuation frequency was set at 250 KHz.

A new frequency scan was performed to validate the actuation frequency estimate. This
test uses one PZT as an actuator and saves the response observed at a sensor. In Fig. 5.28
the scan results are presented for selected actuation frequencies between 230 KHz and 250

KHz.
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Fig. 5.28: 10 mm sensors frequency scan
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The highest amplitude was registered for a 240 KHz actuation frequency, which is close to

the 250 KHz estimate. Despite not being shown, the ratio between the amplitude of the A-

and S-Waves is not as good as for the former PZT. The reason for this was explained in

section 3.0.

The initial acquisition software was dedicated to the 333 KHz actuation frequency. The

code was then adapted to allow the user to choose a variety of frequencies, in order to

support new transducers. In Fig. 5.29, the major changes to the code are shown: an actuation

frequency option was added, along with some filtering options, namely band pass limits and

order. This version maintains the three sensor network capability.

Configuration  Data Acquisition and Format | Dispersion Graphs | Group Welocity Boundary reflections | Complete Test. |

Samples Foider

h C:\Users\Carlos\Desktop|Base de dados|placads-2o

Automético?
10

Selected Actuation Frequency Hz

240000
Lamb Wave Dispersion Data

Samples number

Act Frea high cuteff frea: fh
N ey
ar+ ow cutoff Freq; i
ool feioan:
order
2

Ampltude

Ampltude

Time:

= Sensor 1 i
Actustor » 057
Ea
2 P N sensors H
E I 0,5
1 4 ! | |
Valdste 00001 00002 00003

- Time

1

oty

Actin Use

[+

05

Ampiitude

Start

> \ B
o 0,0001

10,0002
Time

o

0 00001 00002 00003 00004
Time

0 10,0001 0,0002 0,0003 0,0004

i
05

0,000 0,0004

Cut Time:

!
2500

I
1

Ampliude
Ampltude

2500

1

Time

Time

| ! ! ! v ! |
5000 7500 10000 12500 15000 17500 2001
Time.

5000 7500 10000 12500 15000 7500 Z0M
Time

Fig. 5.29: Acquisition tab (updated for four sensor networks)

The new experimental setup using four PZT mounted on a 2 mm thickness, 0.5 m x 0.5 m

aluminum plate, can be seen in Fig. 5.30.
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Fig. 5.30: PCB controlling four sensors experimental setup

A 1.5 mm hole was drilled at coordinates (0.15, 0.181) m and it was located, as seen in Fig.

5.31 and Fig. 5.32.

Fig. 5.31: Result sets for each actuating transducer
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Damage Locs Results
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Fig. 5.32: Contour plot and damage location outputs

The inclusion of four PZT (also larger) did not show any improvements in terms of the

tolerance to false positives.

5.5 Composite Plate

Given the promising results obtained with isotropic materials, the stage was set to attempt
damage location in a composite medium. A 0.48m x 0.48m composite plate was
manufactured using ten carbon fibre woven layers with the following layout:
[(0/90)/£45)/(0/90)/£45/(0/90)]s. By possessing an uneven ratio between (0/90) and +45
layers the plate presents a higher stiffness (or Young Modulus) along the 0/90 directions.

Four 10 mm diameter PZT transducers were used. The network layout is seen in Fig. 5.33.

\

Y (90°)
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5.5.1 Actuation Frequency Scan

A preliminary task that needs to be performed before damage detection is the actuation
frequency scan. Every time transducers and/or the test plate are changed, this procedure
needs to be executed. In order to facilitate this task, a LABVIEW® and corresponding
MATLAB® codes were written.

Fig. 5.34 displays a test run in progress, where sensor one is used as an actuator. The
output includes preliminary propagation velocity values. Using this feature, the user can fine
tune the actuation frequency in real time.
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Fig. 5.34: Frequency scan module

For this specific case, a frequency of 210 KHz was found to be the best.

5.5.2 Velocity Distribution

For isotropic plates, the S-Wave propagation velocity was the same for all directions. For
anisotropic materials, such as composites, this property is orientation dependent, as
mentioned in section 4.1.1. In order to account for this, the code for the calculation of the
propagation velocity had to be updated. With this network of four sensors, each time one is
used as an actuator, three sets of data will be acquired on the three sensing PZT. This
provides velocity information regarding three different directions. By using all sensors, one
at a time, twelve sets of data can be acquired, covering four different directions. Fig. 5.35

shows the output of the code. The data for velocity and direction is shown in matrix form.

www.manaraa.com



101

The row index corresponds to the sensor being used as an actuator and the columns show
the calculated velocity and direction for the remaining sensors. Finally, the data is processed

in order to retrieve the averaged data for the four given directions.

Calculated Group Velocities by Direction

(O =R woLes Ao o i (A g
33030 o E

)
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EEZT E=eT T R | | TR R (R

Fig. 5.35: Velocity and direction data

Observing the velocity matrix, one can see that the 45 degree direction presents different
values depending on the pair of sensors being used. Since a 45 degree mesh was used, the
velocities along 45 and 135 degree directions should be similar. Unexpectedly, the results
from the 1-2 pair are about 7% higher than those obtained with the 3-4 pair. This may result
from the fact that the meshes were manually layered, which does not guarantee a perfect

placement.

Using a cubic spline, the velocity distribution can then be estimated for the entire plate.

This is shown in Fig. 5.36.

Fig. 5.36: S-Wave propagation velocity distribution

The propagation velocity of the S-Wave depends on several material properties, including
Young’s modulus. Using the code written for the dispersion graphs, it can be seen that, all
other things being equal, the highest S-Wave velocity also corresponds to the highest
Young’s modulus. In fact, for the composite plate in question, the 0/90-degree directions

present the highest wave propagation velocities. Additionally, since the top layer is also
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0/90-degree otiented. Since the S-Wave is mainly a surface wave, the top layers will play a

pivotal role in its propagation velocity.

5.5.3 Damage Location Experiment

For damage location, the previously established algorithm had to be modified. Isotropic
materials present a direction independent S-Wave propagation velocity. This allows a system
of circles and ellipse equations to be established-It can than be solved in order to determine
the damage location. For other materials this is no longer valid. A numerical approach has to
be implemented, as described in section 4.1.1. The previous code for damage location was

reprogrammed to accommodate this new functionality.

A setup was prepared for damage location testing. Data from the undamaged plate was
retrieved and stored. Then, a through-thickness hole of 1.5 mm was drilled at location (0.17,
0.17) m. Damage data was collected afterwards. Both the experimental setup and the damage

can be seen in Fig. 5.37.

Fig. 5.37: Composite experimental setup and simulated damage

The algorithm for detection of differences was time based. This was preceded by noise
treatment through a statistical process of elimination, where amplitude normalization and

data alignhment are performed (section 5.2.2).

Before beginning the damage location trials, undamaged data comparison took place.
Several discrepancies appeared, even though there was no damage present. Nevertheless, this
did not compromise the capability for damage detection. In order to overcome the referred
obstacle, a new approach was proposed and implemented. Instead of comparing the
damaged and undamaged signal at all times, sets of data were gathered in time intervals. The

time interval size each was chosen as the Lamb wave period. So, in this case, an actuation
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frequency of 210 KHz corresponds to a period of 4.76x10°s. Narrowing down this window
is not advisable since data analysis will then tend to be the same as in the time domain. On

the other hand, enlarging it would result in a loss of precision.

Upon having these sets defined, their amplitudes are calculated by FFT. Fig. 5.38 shows
the results for PZT one and three, the first being the actuator. Notice that not all amplitudes
are calculated for the entire time domain. Because there is a minimum amount of time

necessary for the wave to travel, the corresponding data is not considered.
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Fig. 5.38: Time and wave amplitude domain signals

Fig. 5.39 shows the differences detected between the damaged and undamaged responses,
for the case in which PZT #3 is the actuator. Magenta points represent the true damage

reflection. The green peaks show the differences selected based on their amplitudes.
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Fig. 5.39: Damage and undamaged wave amplitude comparison.

Once differences have been located, the code calculates the probable positions of damage,

which can be seen in Fig. 5.40. Notice the degenerated circles and ellipses as a result of the

dependence of velocity on direction.
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Fig. 5.40: Probable damage locations for actuating PZT #3

Having performed all the required PZT tests, damage location tests were successfully

performed. Fig. 5.41 shows the software output.
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IDamage Locs Results
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Fig. 5.41: Composite plate damage location
Even though two false positives were detected, the true damage is also pinpointed.

This new approach was also tested in the experiments from section 5.4. It is less precise
and again results in two false positives, but damage was nonetheless detected. Also, the

probable points are located in the same vicinity (Fig. 5.42).
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Fig. 5.42: Results for the section 5.4 setup

5.6 Networks Software Development Tool

As mentioned before, LABVIEW® natively supports the equipment in use. The fact that
MATLAB® code can be embedded makes it very versatile and easy to update. The way it
was implemented allows: initial Lamb wave studies and testing, natural boundaries check,

and damage location detection. Fig. 5.43 shows the generic software modules.
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Fig. 5.43: LABVIEW® network software block diagram

The main features of the tool:

0.

General System Configuration
e Input:
o National Instruments Equipment Options;
o Sensors and test plate dimensions and position.
Lamb Wave Numerical Equation Solver
e Input:
o0 Mechanical properties;
o Sensor diameter.
e  Output:
o Dispersion graphs;
o A-and S- waves preferred actuation frequency;
o Check for wave mode separation.
Actuation Frequency Scan
e Input:
o Actuation frequency scan interval and actuating sensor.
e Processing:
o Preliminary propagation velocity calculation.
e  Output:
o Real-time wave readings.
Data Acquisition (Manual or PCB automated process)

e Input:

106

o Actuation Frequency, band pass filter options and network size.
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e Processing:
o Statistical data treatment.
e  Output:
o Option to save and plot both raw and filtered data.
4. Group Velocities and Boundary Check
e Input:
o Data file.
e Processing:
o Propagation velocity calculation;
o Determine expected boundary reflections.
e  Output:
o Propagation velocity distribution plots;
o Plot time data merged with expected boundary reflections.
5. Damage Detection Testing
e Input:
o Damaged and undamaged data.
e Processing:
o Data pre-processing, including: velocity correction, data alignment and
amplitude normalization;
o Propagation velocity calculation;
o Time or wave amplitude domain comparison.
e  Output:
o Plot of data and differences for time or wave amplitude domain;
o Plot of probable locations;

o Locations for probable damage.

The fact that it was coded in modules, allows for a smooth transition to new

approaches/equipment.
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5.7 Network Conclusions
Throughout this phase of the experimental work, several milestones were achieved,

namely:

e Damages as small as 1-1.5 mm were successfully detected, thus proving that early
stage defects can be identified (without any particular boundary condition being
applied);

e Nondeterministic logic, which makes allowances for the detection of false positives

through with data fusion, facilitates small damage detection;

e Itis possible to use a minimum amount of sensors necessary for triangulation (three).
Nonetheless, the inclusion of extra sensors allows for an extended coverage of the

inspected plate;

e Signal conditioning (custom PCB) allows the acquisition of useful data from the
actuating transducer and can enhance the generated Lamb wave amplitude.
Furthermore, it allows a reduction in the time spent conducting damage detection

tests;
e The proposed approach is valid for composites;

e Besides the choice of the best actuation frequency for the desired mode, a specific

PZT model must be matched to each particular component.
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CHAPTERG

PHASED ARRAYS

Based on the lessons learnt and the experience gained during the design and
implementation of sensor networks, phased arrays present a viable alternative for damage
detection. Studies on beam forming and experiments on damage detection using phased
array systems are presented next. It is noted that the actuation hardware system was
developed in the context of another graduate studies research in the area of SHM by B.

Rocha [90].

6.1 Hardware

As the name implies, a phased array system is comprised of a linear array of sensors. Each
sensor is individually controlled in order to achieve the actuation objective. Thus each sensor
has its own control structure. In order to manage the independent sensors, there is a
hardware master circuit whose function is to trigger each individual slave system, at a pre-

programmed time to form a coherent beam.

The array studied here consists of seven sensors, each being an 8mm in diameter piezo
sensor. As explained in Section 3.5, these sensors present the highest actuation at a
frequency of about 330 KHz. At this frequency, the corresponding wavelength is 16 mm.
Following the minimum pitch condition (section 3.9.3), the distance between sensors has to
be less than 8mm. Since 8 mm is the minimum physical distance between the centres of each
sensoft, the actuation frequency had to be lowered. On the other hand, sensors need to be
placed as close as possible, in order to ensure beam forming. The smallest distance which
guarantees that no interference occurs between each transducer was found to be around 1
mm (section 3.9.3). Since sensor placement is crucial to the design of the system, a custom
holed ruler was manufactured using CNC machining. With the desired spacing of 1 mm, the
resultant pitch was 9 mm, resulting in a wavelength higher than 18 mm. The actuation

frequency was selected to be 250 KHz to minimize possible side lobes.
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Fig. 6.1 illustrates the complete system, including both the hardware developed in the

context of another MASc thesis [90] and the phased array system developed here.

Fig. 6.1: Phased array system and implementation

6.2 Experimental Setup
In order to perform systematic tests using phased arrays, a custom designed software tool

was developed. Similar to the approach adopted for sensor networks, a modular

LABVIEW® application including MATLAB® code was designed and implemented.

The first step was to implement the SHM system on a test structure. As one of the
objectives is to compare sensor networks to phased array systems, the setup used in section
5.2, was adapted for phased array tests (Fig. 6.2).

s Preexistent
1 mm damage

Fig. 6.2: Phased array experimental setup

A new configuration tab was set up for this particular case, as seen in Fig. 6.3.
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Fig. 6.3: Phased array configuration tab

One difference between the two software tools is that the S-wave propagation velocity has
to be provided for phased arrays. The positions of all seven transducers in the array are also
user defined. The data acquisition module was also modified to fit the current system (Fig.

6.4).
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Fig. 6.4: Phased array data acquisition tab

Since the number of directions in the sweep and the number of samples are hard coded
into the phased array control hardware, this data needs to be input by the user. Both raw and
filtered data can be verified in real-time. This allows the user to have an insight into the

actuation delay between each sensor.
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A control module was also programmed to check the delays and the resulting beam
direction, using the collected data. This module searches for the actuation peaks of each
sensor so that each neighbouring difference is calculated and then converted into an

orientation. The delays check module is seen in Fig. 6.5.

D:t\Deskops limpos\Deskkop 24MAR 10\cofreldata21nov-danolmmi3set_nfil\&lorig.mat

General Options

[

Fig. 6.5: Phased array delays check tab

6.3 Beam Forming Testing

The sensor network structure used in section 5.2 has been used to perform experimental
studies using phased arrays, and thus one of the pre-existent sensors became part of the
array. The remaining three sensors were used to perform beam forming tests. Since the
sensors relative location with respect to the array is known, beam forming for 45", 90" and
135" directions was evaluated. For each of these directions, two additional beams are tested
(as seen in figure Fig. 6.6). These additional orientations are at angles that envelop the
reference ones (which were pre-programmed in the hardware). As expected, beams directly

aligned with the sensors show the highest S-wave amplitude.
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Fig. 6.6: Beam amplitude evolution for 45°, 90° and 135° directions

6.4 Damage Location Test

A new MATLAB® code was developed following the procedure outlined for damage
detection using phased atrays (section 4.2). The code was incorporated on a LABVIEW®
module, similar to the one presented for networks. Bearing in mind that the wavefront
amplitude is quite high when compared with the waves generated in sensor networks,
additional functionality was added. Therefore, besides being able to compare damaged and
undamaged responses, this module allows the user to run a scan based on a single response.
This approach has some similarity to the technique used in ultrasonic NDT. Fig. 6.7 shows

the damage location module developed for the phased atrays, in LABVIEW®.
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Fig. 6.7: Phased array damage location tab

During the sensor network damage location testing, a Imm through-the-thickness hole
was drilled. After the array installation, data was acquired and considered as undamaged or
reference signal. This means that the original plate had a discontinuity at the 1mm damage
location. The damaged versus undamaged approach for the initial state had to be altered: in
order to execute tests with the array, the hole was enlarged by 1 mm to simulate damage. Its

position lies at (0.4, 0.4) m, considering the new coordinate system adopted for the phased
array setup (Fig. 6.2).

For each pre-established direction, the phased array algorithm searches for up to four
differences, sorted by their amplitudes. The software plots the time comparison between
both undamaged and damaged signals. This is shown in Fig. 6.8, for the direction where
damage is placed. Red lines denote the damage response. Green peaks refer to the highest

differences detected, while magenta lines indicate the point where the damage effectively is.
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Fig. 6.8: Time data comparison for each transducer

Then, for each detected difference and for each sensor, the algorithm calculates the
probable location points. Fig. 6.9 shows the probable damage locations (plotted in green) for

sensor 6. The aperture limits (determined by equation (3.13)) are also illustrated.
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Fig. 6.9: Sensor #6 probable damage locations
For each point, the amplitude difference is stored for comparison purposes. This is done
because for every direction, up to four differences are detected. Fig. 6.10 shows an example

of this phase of the algorithm. The direction preceding the one where the damage is present

shows the probable damage locations with significantly lower overall amplitude.
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Fig. 6.10: Contour plots for two adjacent scanned azimuths
Since it is their corresponding amplitude difference that will allow the determination of the
true damage position, all data should be merged in one contour plot. Fig. 6.11 shows this

contour plot, where the damage is successfully pinpointed indicating the damage, as

calculated by the software.
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Fig. 6.11: Damage location contour output

Single response scan tests were also undertaken. In the scan results obtained prior (left)
and after (right) the hole enlargement are shown in Fig. 6.12 (The red circle represents the

damaged area and inside the green line is the void created by the presence of the damage).
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Fig. 6.12: Scan contour plots (left =1 mm damage, right — 2 mm damage)

Boundary reflections are clearly observable. However, the damage echo proved to be too

small for significant differences to be observed in the overall spectrum. The damaged

regions are shown in a brighter color. The attenuation of boundary reflections due to the

presence of damage in that direction creates a void in the scan, which is made clearer in the

damaged state. No study in the amplitude domain was undertaken for this case due to the

fact that damage reflections are much more energetic than the ones verified in sensor

networks. It is noted that one of the principal limitations of phased arrays is that during

wave front generation, a blind spot exists in the vicinity of the array.

6.5 Phased Array Software Development Tool

Based on the same principles applied in sensor networks, the phased array software was

designed and implemented. Fig. 6.13 shows the software modules.

PHASED ARRAY

SHM
DEVELOPMENT
TOOL
1]
GENERAL
SYSTEM
CONFIGURATION
1 2 3
DATA DELAYS DAMAGE
ACQUISITION CHECK DETECTION
TESTING

Fig. 6.13: LABVIEW® phased array software block diagram
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The main features of this tool:
0. General System Configuration
e Input:
o National Instruments equipment options;
o Sensors and test plate dimensions and position;
o S-Wave propagation velocity.
1. Data Acquisition
e Input:
o Actuation frequency;
o Number of azimuths to be scanned;
o Number of samples per azimuth.
e Processing:
o Statistical data treatment.
e  Output:
o Option to save and plot both raw and filtered data.
2. Delays Check
e Input:
o Data file.
e Processing:
o Calculate delay between each neighbouring sensor.
e  Output:
o Azimuth.
3. Damage Detection Testing
e Input:
o Damaged and undamaged data.
e Processing:
o Data pre-processing, including: velocity correction, data alignment and
amplitude normalization;
o Propagation velocity calculation;
o Time domain comparison;

o Time domain scan.
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e  Output:
o DPlot of data and differences for time domain;
o Plot of probable locations;

o Plot scan image.

6.6 Phased Array Conclusions
The following is a summary of the findings from the experimental and computational work
described in this chapter:
e The phased array hardware designed, implemented and tested can be used for
damage detection. The software tool has the necessary flexibility in order to be

adapted to different array designs;
e The S-wave mode can be used for damage detection;

e Damage progression of Imm was successfully detected, which proves that detecting

damage at early stages is possible;

e Nondeterministic logic, which makes allowances for the detection of false positives

with data fusion, facilitates small damage detection;

e A novel approach to a damage location algorithm, based on individual acquired data,

proved to be efficient and accurate.
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CHAPTER 7

CONCLUSIONS

A comprehensive study on the feasibility of using LLamb waves to detect damage has been
presented. The first phase of the research involved acquiring fundamental knowledge on
Lamb wave’s properties, enabling a better understanding on how Lamb modes propagate
and behave, to identify the mode selection for damage identification and to determine the

desired geometric and electric properties for the piezoelectric sensors.

Two damage identification sensor configurations were designed and implemented: the
PZT network consisting of spatially distributed sensors on the plate, and the phased array
consisting of a cluster of sensors located at the edge of the plate. Both architectures
performed well allowing detection of 1 mm damage and its respective location. This was a
significant contribution of the thesis to the state of the art and it was made possible with the

development of new damage detection algorithms.

Development software tools have been designed and implemented. The open design of
the software tool allows for testing of new and improved detection algorithms for damage

detection.

7.1 Networks vs. Phased Arrays

A comparative study was carried out between the sensor network and phased array
architectures. The main advantage of phased arrays is that signal processing is simpler (high
signal to noise ratio). They are nevertheless limited by their inability to avoid blind spots.
Sensor networks are simpler to implement, however, signal processing complexity (poor
signal to noise ratio) is a disadvantage. Table 7.1 presents several criteria for comparison of

networks with phased arrays.
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Table 7.1: Networks and phased arrays comparison

Item Networks Phased Arrays
Signal Generation Complexity Low High
Number of Transducers Small Large
Damage detection sensitivity 1 mm 1 mm
Damage location precision High Low
Signal processing complexity High Low
Processing Time Low High
Reference Line Independence Low High
Area Coverage High Low

The choice of the most appropriate technique will depend on the particular application at
hand. If an acquisition system is to be developed, the portability of the phased array
equipment can be easily enhanced. Transducers output power and cost may determine
whether they are unsuitable for network applications or too expensive for the phased array
solution. The lower precision of phased arrays in terms of damage location is outweighed by
their relatively simpler processing requirements. Also, the blind spots can be partially

eliminated in the case where other, possibly differently shaped arrays, are installed.

A hybrid solution, combining the capabilities of networks and phased arrays may enhance

the damage detection capability while minimizing the shortcomings of each.

7.2 Contributions and Findings
The developed work contributes to the state of the art of current Lamb wave application

potential on different aspects, namely:

e It has been demonstrated that small damages can be detected, both for isotropic (1
mm) and composite materials (1.5 mm). This was made possible by the development
of a new signal processing and detection algorithm based on nondeterministic logic

principles;

e For sensor networks, data fusion was improved by enabling data to be properly

sensed from the actuating sensor. This was made possible by the implementation of
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a custom PCB. Also, three and four sensors solutions were successfully tested in

wider areas, when compared to the available literature;

e For phased arrays, it has been demonstrated that S-waves can be used for damage
detection. Due to the high wave velocity at lower frequencies, it requires a high
velocity actuation, faster data acquisition with better signal processing capabilities.
Here, the damage detection algorithm is a variation of the algorithm developed for
the network architecture with an improved damage location strategy. Instead of
globally considering one azimuth for the data acquired by the sensors, each sensor

response was analyzed individually for each azimuth;

e The comparative studies between networks and phased arrays using the same
sensors, test article, wave mode and data acquisition equipment shows that the
damage detection using phased arrays is simpler requiring less signal processing,

while requiring less sensor signal processing. However, blind areas are wider;

e Another contribution is related to the proposed method of defining the best suited
sensors for the proposed application, by seeking a clear separation between both the
available Lamb wave modes. This procedure distinguishes itself from what is
common practice, i.e., based on a simple determination and analysis of amplitude vs.

frequency for the A- and S-waves.

7.3 Future work

Given the open architecture of the software tool developed, it should be possible to
implement and test other more complex signal processing strategies. This may lead to the
detection of smaller damages. The effect of temperature and other environmental variables

should also be researched.

Damage severity assessment is another important aspect in SHM as it completes the
diagnostic phase. Additional natural progressions of the current thesis include damage

prognosis and the determination of remaining useful life.

Finally, the developed strategies need to be tested on real aircraft components. Presently, a
proposal has been made to the Portuguese Ministry of Defence. The proposed research

program covers a wide scope of study related to condition based maintenance concepts for
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the Lockheed C-130 aircraft. The proposed research will address monitoring of engines
using vibration based methods and structures using acoustic emission and Lamb wave health
evaluation. The final objective is to enable an operational life extension, based on the

implementation of the novel SHM techniques proposed here.
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